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PART - B

Max.
BL | L0 Marks
UNIT-1

a) | What is the use of Complements? L2|COl| 5M
Explain 9’s and 10’s Complements with
examples.

b) | Explain boolean algebra theorems with | L2 |CO3| SM
proofs.

OR

a) | Describe the signed binary numbers in L2|COl| 5M
digital design.

b) | What is meant by Sum of Minterms? L3 |CO3| 5M
Express the Boolean function F = A +
BC in Sum of Minterms.

UNIT-1I

a) | What are the steps to be followed obtain| L2 |CO1| 5M
the output Boolean functions of a
combinational circuit from its logic
diagram?

b) | Describe the universal shift register. L2 |CO4| 5M

OR

a) | What is the use of Decoder in digital L3 [COl| 5M
system? Construct 3X8 decoder using its
truth table.

b) | Explain the working of a 4-bit L2|CO4| 5M
asynchronous ripple counter using T flip-
flops with timing diagrams.

UNIT-III
6 | a) | Explain memory stack with suitable| L2 |CO2| 5M
example.
b) | Explain Booth’s multiplication algorithm | L3 |CO1| 5M
with step-by-step example.
OR
7 | a) | Explain addressing modes in brief. L2|CO2| 5SM
b) | Discuss decimal subtraction using 9’s| L2 |COl| 5M
and 10’s complements with examples.
UNIT-1V
8 | a) | Describe the read and write operations of | L2 |CO1| 5M
associative memory.
b) | Explain the concept of virtual memory| L2 |COl| 5M
and its need in modern systems.
OR
9 | a) | Explain the need for auxiliary memory in| L2 |COl1| 5M
computer systems.
b) | Explain the working of write-through and | L2 |CO1| 5M
write-back policies in cache memory.
UNIT-V
10| a) | Describe the functional block diagram of | L2 |CO2| 5M
an I/O module and explain its operation.
b) | Explain asynchronous data transfer with | L2 |CO2| 5M

a neat diagram.
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IL. B.Tech- I Semester- Regular/ Supplementary Examinations
NOVEMBER 2025
DIGITAL LOGIC AND COMPUTER ORGANIZATION
(Common for CSE, IT)
Schema
PART A

1.a) Represent (-13)(10) in 8-bit 2's complement form. 10%2=20M
1I’s complement -1M
2’s complement-1M

1.b) Prove the theorem X.X = X
Proof in truth table-2M

1.c) Describe four-bit half-adder circuit.
Half adder truth table- 1M
K map simplification and Diagarm-1M

1.d) Draw SR latch with control input logic diagram and truth table.
SR Latch diagram-1 M
Truth Table-1M

1.e) What is a stack pointer?
Stack Pointer explanation-2M

1.f) What happens when sum of two decimal numbers in BCD exceed 9?
Explanation with example-2M

1.g) Define the term "volatile memory."
Explanation-2M

1.h) What is the role of page table in virtual memory?
Explanation-2M

Li) Differentiate between input and output devices.
Any two differences-2M

1.j) What is a priority interrupt?
Explanation -2M

PART B

UNIT-I

2.a) What is the use of Complements? Explain 9's and 10's Complements with examples.
Use of complements-1M SM
9’s complement example -2M
10’s complement example-2M

2.b) Explain boolean algebra theorems with proofs. M

Any two proofs 2 x 2.5=5M

OR



3.a) Describe the signed binary numbers in digital design. SM
Explanation -4M

Example -1M

3.b) What is meant by Sum of Minterms? Express the Boolean function F = 4 + B Cin
Sum of Minterms. 5SM

Definition of Minterms-1M
Problem Solving-4M

UNIT-II

4.2) What are the steps to be followed obtain the output Boolean functions of a com binational
circuit from its logic diagram? SM

Explanation-3M
Example-2M
4.b) Describe the universal shift register, SM

Diagram-T4M
Explanation-2M
OR

5.a) What is the use of Decoder in digital system? Construct 3X8 decoder using its truth tablc.

Use of decoder- 1M 5M
Truth Table-2M
Diagarm-2M
3.b) Explain the working of a 4-bit asynchronous ripple counter using T flip-flops with timing
diagrams. 5M

Diagram with explanation-3M
Timing Diagram-2M

UNIT-III

6.2) Explain memory stack with suitable example. SM
Memory stack explanation with diagram-5M

6.b) Explain Booth's multiplication algorithm with step-by-step example. SM

Algorithm- 3M
Example -2M

OR
7.a) Explain addressing modes in brief, 5M
Any five addressing modes with example-5M

7.b) Discuss decimal subtraction using 9's and 10's complements with examples. SM



9’s complement example-2.5M
10°s complement example-2.5M

UNIT-1IV

8.a) Describe the read and write operations of associative memory.

Read operation-2.5M
Write operation-2.5M

8.b) Explain the concept of virtual memory and its need in modern systems.

Virtual Memory explanation-4M
Need of Virtual memory-1M

OR
9.a) Explain the need for auxiliary memory in computer systems.

Auxiliary memory explanation-5M

SM

9.b) Explain the working of write-through and write-back policies in cache memory. SM

Write —through- 2.5M
Write-back- 2.5M

UNIT-V

10.a) Describe the functional block diagram of an I/O module and explain its operation.

I/0 interface diagram-2M
Explanation-3M

10.b) Explain asynchronous data transfer with a neat diagram.

Strobe-2.5M
Handshaking-2.5M

OR
11.a) Discuss daisy-chaining priority interrupt with a neat diagram.

Diagarm-2M
Explanation-3M

11.b) Describe the working of a DMA controller with neat diagram.

DMA controller -2M

Explanation-3M

SM

SM

SM

SM






1.a) Represent (-13);4 in 8-bit 2's complement form.

Sol: To represent the (-13)10in 2°s complement form first take the (+13)10

(+13)10= 00001101

(+13)1pin 1’s Complement is= 11110010

To get the (-13) in 2°s complement add 1 to the I"s complement of (+13),,

So (-13),4 8 bit 2’s complement for is 11110011

1.b) Prove the theorem X.X = X

Sol: From the boolean algebra

When X=0, X.X=0.0=0=X

When X=1, X.X=1.1=1=X

1.c) Describe four-bit half-adder circuit.

Sol: Half adder is used for addition of 2 bits. When
The following table shows the Half adder results

B
Z\ i

OR

[X XX

Result
0=X

B 1 0.0

1|11

1=X ]

(

|A |B | Sum CarryT
10 Jo |o 0
0 |1 1 0
1 0 |1 0
1 1 |0 ]
For Sum (§)
0 1
.
0
R S |
kYl g
- 3
S -AB AR

you add two bits we will get Sum and Carry.

For Carry (C)




S=A’B+AB’ = ADB

1.d) Draw SR latch with control input logic diagram and truth table.

Sol: The SR latch can be implemented by NOR gates or NAND gates. SR Latch with NOR gate

is shown below

R
L

=

s Rlo &

“_FQ 1 of1 0O
0 0f1 O

0 1(0 1

@ o9 olo 1

1 1]0 o

1.e) What is a stack pointer?

(Set state)

(After S=1. R=0)
(Reset state)
(After S=0, R=1)
(Undefined)

Sol: A stack pointer (SP) is a special-purpose CPU register that holds the memory address of the
top element of the stack.

The stack is a section of memory used for temporary data storage, structured as a Last-In, First-
Out (LIFO) data structure. The stack pointer is critical for managing this area.

« Tracking the Top: The SP is the only way the CPU knows where the stack currently ends

(or begins, depending on the architecture).

PUSH Operation: When data is pushed onto the stack (added), the SP is decremented (or
incremented, depending on whether the stack grows up or down in memory) to point to the new
location where the data is stored.



POP Operation: When data is popped off the stack (removed), the data is retrieved from the
address currently held by the SP, and then the SP is incremented (or decremented) to point (o the
new top of the stack.

L.f) What happens when sum of two decimal numbers in BCD exceed 9?

Sol: When the sum of two BCD digits exceeds 9, the result becomes an invalid BCD code. To
correct this, the value 0110; (decimal 6) is added to the binary sum. This adjustment converts the
invalid result into a valid BCD representation and generates a carry if needed, ensuring the final
output remains a proper BCD digit.

Example:
Add 8+7 in BCD
8in BCD = 1000
7in BCD =0111.

The binary sum is 1111, which is greater than 9, so it is not valid BCD. To correct it, add 0110,
(6):

11112+ 0110.= 1 0101..

Thus, the BCD result is 0001 0101, which represents 15 correctly.

1.g) Define the term "volatile memory."

Sol : RAM (Random Access Memory) is a fast, temporary storage used by a computer to hold
data and instructions that the CPU needs while programs are running. It allows quick read and
write operations, enabling smooth multitasking and faster program execution. However, RAM is
volatile, meaning all stored information is lost when the power is turned off RAM size and
speed directly affect overall system performance. making it a crucial component in modern

computing
1.h) What is the role of page table in virtual memory?

Sol: A page table's primary role in virtual memory is to translate virtual (or logical) addresses
into physical addresses in RAM. It acts as a data structure maintained by the operating system to
map the memory addresses



1.i) Differentiate between input and output devices.

Sol:
Input Devices Output devices
It accepts data {rom user. It reflects processed data to user.
Takes the data from the user and sends it to It takes the processed data from the processor
the processor for execution. and sends it back to the user.
It helps the computer is accepting the data. It helps the computer is displaying the data.
Ex: Keyboard, Image Scanner, Microphone, Ex: Monitor, Printers
Pointing device.

1.j) What is a priority interrupt?

Sol: A priority interrupt is a system that establishes a priority over the various sources fo
determine which condition is to be serviced first when two or more requests arrive
simultaneously. The system may also determine which conditions are permitted to interrupt the
computer while another interrupt is being serviced. Higher-priority interrupt levels are assigned
to requests which, if delayed or interrupted, could have serious consequences.

UNIT-I

2.a) What is the use of Complements? Explain 9's and 10's Complements with examples.

Sol: Complements are mainly used for representing the negative numbers.
When the number is negative, the sign is represented by 1 but the rest of the number may be
represented in one of three possible ways:

1. Signed-magnitude representation
2. Signed-1" s complement representation
3. Signed 2' s complement representation

There are two types of complements for each base r system: the r's complement and the (r -1)'s
complement. When the value of the base r is substituted in the name, the two types are referred
to as the 2's and 1's complement for binary numbers and the 10's and 9's complement for decimal
numbers.

9’s Complement
Given a number N in base r having n digits, the (r - 1)'s complement of N is defined as
("-1)-N.

For decimal numbersr= 10 and r - 1 =9, so the 9's complement of N is
(10" 1) - N.




Now, 10" represents a number that consists of a single I followed by n 0's. 10"- | is a number
represented by n 9's

For example, with n = 4 we have 10" = 10000 and 10" - |= 9999. It follows that the Y' s
complement of a decimal number is obtained by subtracting each digit from 9. For example, the
9's complement of 546700 is 999999- 546700 = 453299

10’s Complement:
The r's complement of an n-digit number N in base r is defined asr™-N .
r's complement is obtained by adding 1 to the (r - 1)'s complement.

Example: Thus the 10's complement of the decimal 2389 is 7610 +1=7611 and is obtained by
adding 1 to the 9' s complement value.

* 2.b) Explain Boolean algebra theorems with proofs.

Sol: The following are the different types of Boolean algebra theorems and postulates

Postulates and Theorems of Boclean Afgebra

Postulate 2 {a) xr+ 0=y {15 e
Postulate 5 (a) X+t oat e} (1) gL

Theorem 1 {1) X4y o=y (L) Xy o= x

Theorem 2 {a) r+1=1 (b} xa{) =

Theorem 3. involution (X'} =y

Postulate 3. commutative  (a) A (1 LYo R

Theorem 4. associative (1) r «+ (v = 2) = {x =y} +: () T ) = (Av)s

Postulate 4. distributive (i) AY+ ) = ay 44z ) Ay =g + 03 + Y
Theorem 3. DeMorgan {it} (n * g)‘ - 1‘3\ {1y Cup)) - .‘9-\\ !_3“
Theorem oo ubsorplion L) AN Ay =R {hi Ay -\»‘:j) ol |




THEOQREM 1{a): v+ x = X

Statement Justification
o4 x= (e a)el postulate 2{b)
= v 4 My X 3ia)
= ¢ 1yt b
= & 4} 3(b)
=X 2(a)
(SR
Statement Justification
k= Rk 4 postulate 2(a)
= g e’ 5(b)
= allE 4 ) il
=X ] jl‘\;:l ]
= X b
r 1 =1
Statement Justification
x ¥ L= 1+ 4 1) postiulate 2{b)
= {x 4+ & Jx+1) 5{a)
=x+x -1 4{hy}
=x + x' 2{h}
= ] 3(a)
THEOREM 2{(b}: 0 - 0 by dualitw

NOTE: Proof of any two theorem marks will be awarded

OR
3.a) Describe the signed binary numbers in digital design.
Sol:

e Positive integers (including zero) can be represented as unsigned numbers. However, to
represent negative integers, we need a notation for negative values. The convention is to
make the sign bit 0 for positive and 1 for negative.

o Ifthe binary number is signed, then the leftmost bit represents the sign and the rest of the
bits represent the number.



If the binary number is assumed to be unsigned, then the leftmost bit is the most
significant bit of the number

* For example, the string of bits 01001 can be considered as 9 (unsigned binary) or as +9
(signed binary) because the leftmost bit is 0. The string of bits 11001 represents the
binary equivalent of 25 when considered as an unsigned number and the binary
equivalent of -9 when considered as a signed number. This is because the | thal is i the
leftmost position designates a negative and the other four bits represent binary 9.

e The representation of the signed numbers in the Jast example is referred to as the
signed-magnitude convention

® When arithmetic operations are implemented in a computer, it is more convenient to use
a different system, referred to as the signed complement system, for representing negative
numbers. In this system, a negative number is indicated by its complement. The
signed-complement system can use either the 1’s or the 2’s complement, but the 2°s
complement is the most common

Negative Nunbers can be represented in Three ways

» signed-magnitude representation
» signed-1’s-complement representation
> signed-2’s-complement representation

As an example, consider the number 9, represented in binary with eight bits. +9 is represented
with a sign bit of 0 in the lefimost position, followed by the binary equivalent of 9, which gives
00001001

There are three different ways to represent -9 with eight bits:

signed-magnitude representation: 10001001
signed-1’s-complement representation: 11110110
signed-2’s-complement representation: 11110111

3.b) What is meant by Sum of Minterms? Express the Boolean function F = 4 + BCin

Sum of Minterms.
Sol:

A binary variable may appear either in its normal form (x) or in its complement [orm
(x’). Now consider two binary variables x and y combined with an AND operation. Since each
variable may appear in either form, there are four possible combinations: xy , xy, Xy , and xy.
Each of these four AND terms is called a minterm or a or a standard product.

A Boolean function can be expressed algebraically from a given truth table by form ing a
minterm for each combination of the variables that produces a 1 in the function and then taking
the OR of all those terms is called sum of minterms. For example, the function fI



fh=x%e+xy's’ +xyz = oy + gy + N1g

Reinferms for Three Binary Variabfes
Minterms
X ¥ z Term Designation
(0 M { RE "y,
0 1 | i Iy
(1 ! i} o Gy #iis
9] | 1 xriys iy
1 4] i} 'z’ i
1 1 1 xy's #ilg
t 1 i by Gl I
1 1 1 XNz 1y

Consider the function F= A+B’C. The function has three variables A, B,C. The first term A 1s
missing two variables; therefore,

A=AB« B)Yy=AB U AR’
This function is still missing one variuble. so
A= AB(C + C') + AB(C + L)
= ABC + ABC' + AB'C + AB'C
The second term B’ C is missing one variable: henee,
B'C=BCA+A)=ABC+ A'B'C
Combining all terms, we have
F=A4+ B'C
= ABC + ABC' + AB'C + AB'C’ + A'B'C
But AB'C appears twice, and according to theorem | (x + v = a). 1ty possible 1o
remove one of those oceurrences, Rearranging the minterms in ascending order, we
finally obtain
F=A'B'C + AB'C + AB'C + ABC v ABC

= iy b g b e v g At

When a Boolean function i% in its sum-of-minterms form. it is sometmes convenlent 1o
express the function in the following brief notation:

FA B, C) = 311.4,56T7)



UNIT-11

4.a) What are the steps to be followed obtain the output Boolean functions of 3 combinational
circuit from its logic diagram?

Sol: A combinational circuit consists of an interconnection of logic gates. Combinational logic
gates react to the values of the signals at their inputs and produce the value of the output signal,
transforming binary information from the given input data to a required output data. A block
diagram of a combinational circuit is shown in Fig.

- L
..... ' {:_‘ l o 1 . g e o
; ~ombiniticonn
ninpuls ——3 cir';.n'[ TR ouLputs
: ire i
. i .
-

To obtain the output Boolean functions from a logic diagram, we proceed as follows:

1. Label all gate outputs that are a function of input variables with arbitrary symbols— but with
meaningful names. Determine the Boolean functions for each gate output.

2. Label the gates that are a function of input variables and previously labeled gates with other
arbitrary symbols. Find the Boolean functions for these gates.

3. Repeat the process outlined in step 2 until the outputs of the circuit are obtained.

4. By repeated substitution of previously defined functions, obtain the output Boolean functions
in terms of input variables.

Example :




We note that the circuit has three binary inputs— A , B, and C —and two binary outputs— Fl
and F2. The outputs of various gates are labeled with intermediate symbols. The outputs of gates
that are a function only of input variables are T1 and T2. Output F2 can easily be derived from
the input variables. The Boolean functions for these three outputs are

F2=AB+AC+BC

TI=A+B+C

T2=ABC

Next, we consider outputs of gates that are a function of already defined symbols:
T3=F2'TI

FI =T33+ T2

To obtain F1 as a function of A, B and C , we form a series of substitutions as follows:
F1=T3+T2=F2'T1 + ABC=(AB+AC+BC) (A+B+C)+ ABC

={AF 4+ BOA + O +CHA+BHCFF ABC

=(A’+B’C’)(AB’ + AC’ + BC’ + B’C) + ABC

= A’BC’+A'B’C+AB’C’ + ABC

4.b) Describe the universal shift register.
Sol:

If the register has both shifts and parallel-load capabilities, it is referred to as a universal shift
register. The following Diagram shows the universal shift registers

10



Paraflet oulpuls

R
|

.

D

'
i

"
|

IR

Sereal
input lor
shittright

|

] Serial
! t=—edfput for
! shift-bef
1,

b e i it S

Parallel inputs

The
circuit consists of four D flip-flops and four multiplexers. The four multiplexers have two
common selection inputs s and s0. Input 0 in each multiplexer is selected when s1s0 = 00. input
1 is selected when s1s0 = 01, and similarly for the other two inputs. The selection inputs control
the mode of operation of the register according to the function entries in the given table

Mode Contro[

5 5 Register Operation
U i Neo chanpe

{4 1 Shift right

l {} Shift feft

1 1 Parallel load

When s1s0 = 00, the present value of the register is applied to the D inputs of the
flip-flops. This condition forms a path from the output of each flip-flop into the input of the same
flip-flop, so that the output recirculates to the input in this mode of operation The next clock
edge transfers into each flip-flop the binary value it held previously, and no change of state
occurs. When s1s0 = 01, terminal 1 of the multiplexer inputs has a path to the D inputs of the
flip-flops. This causes a shift-right operation, with the serial input transferred into flip-lop A3,
When s1s0 = 10, a shift-left operation results, with the other serial input going into flip-flop AQ.
Finally, when s1s0 = 11, the binary information on the parallel input lines is transferred inio (he
register simultaneously during the next clock edge.

11



OR
3.a) What is the use of Decoder in digital system? Construct 3X8 decoder using its truth table.

Sol: A decoder is a combinational circuit that converts binary information from n input lines to a
maximum of 2" unique output lines. Decoders are used to convert coded input into a readable
output, performing functions like memory addressing, data demultiplexing, seven-segment
displays, and code conversion

3 X 8 line Decoder

The three inputs are decoded into eight outputs, each representing one of the minterms of ihe
three input variables. The three inverters provide the complement of the inputs, and each one of
the eight AND gates generates one of the minterms. A particular application of this decoder is
binary-to-octal conversion. The input variables represent a binary number. and the outputs
represent the eight digits of a number in the octal number system. However, a three-to-eight-line
decoder can be used for decoding any three-bit code to provide eight outputs, one for each
element of the code. The following table shows the 3 x 8 line Decoder

AR, IR T T Ppes g ma g N
Truith Table of ¢ Three-to-f igit-Line Decodes

inputs Outputs

X ¥ z Do D~| ‘DZ D3 D4 DS DG Dy
¥ (3 {} 1 }] 1 {} (] l I i
1 [ 1 (1 i 11 i ] ] 1) i}
B 1 it {) 0 | i} {l 1 1 1t
0 ] I {1 (i I | {1 ] 1 i
1 0 {} {) () B it | ( 5] i}

s 1 ) 0 h i 0 (i i

l
| | {} {) £ { (i { 0 1 (i
l | | § i ] 4 y iy ¥ I

The following diagram shows the 3 x8 line decoder

12
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5.b) Explain the working of a 4-bit asynchronous ripple counter using T flip-flops with timing
diagrams.

Sol: Mool "P‘P ,_,Ffo(zg Seguireol Q_n-;f}l,.

Wheve N = noof sEdd = 16 e cooo to iy
n= \“\D-Q{ ('}{;‘(E'(yr_(, £€3VU:Y‘-'*




UNIT-III

6.a) Explain memory stack with suitable example.

Sol: A stack can exist as a stand-alone unit that can be implemented in a random-access memory
attached to a CPU. The implementation of a stack in the CPU is done by assigning a portion of
memory to a stack operation and using a processor register as a stack pointer. The following
diagram shows the a portion of computer memory partitioned into three segments: program, data,
and stack.

Address

DR

The program counter PC points at the address of the next instruction in the program. The
address register AR points at an array of data. The stack pointer SP points at the top of the stack.
The three registers are connected to a common address bus, and either one can provide an
address for memory. PC is used during the fetch phase to read an instruction. AR is used during

15



the execute phase to read an operand. SP is used to push or pop items into or from the stack. the
initial value of SP is 4001 and the stack grows with decreasing addresses. Thus the first item
stored in the stack is at address 4 000, the second item is stored at address 3999, and the last
address that can be used for the stack is 3000. No provisions are available for stack limit checks.

We assume that the items in the stack communicate with a data register DR. A new item
is inserted with the push operation as follows:

SP<SP- |
M[SP]¢DR

The stack pointer is decremented so that it points at the address of the next word. A
memory write operation inserts the word from DR into the top of the stack. A new item is
deleted with a pop operation as follows:

DR <M][SP]
SP&SP + |

6.b) Explain Booth's multiplication algorithm with step-by-step example.

Sol: Booth algorithm gives a procedure for multiplying binary integers in signed-2's complement
representation. It operates on the fact that strings of O's in the multiplier require no addition but
just shifting, and a string of 1's in the multiplier. The hardware implementation of Booth

algorithm requires the register configuration shown in the following diagram

Hardware for Booth algorithm.

BR register Sequence counter (SC)

Y

Complementer and

paralle] adder

4

\ {4

AC register ber R register -

We rename registers A, B, and Q, as AC, BR, and QR, respectively. Qn, designates the
least significant bit of the multiplier in register QR. An extra flip-flop Q) is appended to QR to
facilitate a double bit inspection of the multiplier. The flowchart for Booth algorithm is shown as
follows

16



Multiply

Multiplicand in BR
Multiplier in QR

AC+ 0|
Qx.g "0!
SC« n i
b
=18
t
"AC-—AC‘+FE+I L AC+AC + BR
] 1 .
ashr (AC & QR } f
SCw8C~1 i
#0 =0
5C

Bit Qu+ are initially cleared to 0 and the sequence counter SC is set to a number n equal
to the number of bits in the multiplier. The two bits of the multiplier in Q, and Qn+1 are
inspected. If the two bits are equal to 10, it means that the first | in a string of I' s has been
encountered. This requires a subtraction of the multiplicand from the partial product in AC. If the
two bits are equal to 01, it means that the first 0 in a string of 0" s has been encountered. This
requires the addition of the multiplicand to the partial product in AC. When the two bils are
equal, the partial product does not change. An overflow cannot occur because the addition and
subtraction of the multiplicand follow each other. As a consequence, the two numbers that are
added always have opposite signs, a condition that excludes an overflow. The next step is to shift
right the partial product and the multiplier (including bit Qn+1). This is an arithmetic shift right
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(ashr) operation which shifts AC and QR to the right and leaves the sign bit in AC unchanged.
The sequence counter is decremented and the computational loop is repeated n times

A numerical example of Booth algorithm for n = 5. It shows the step-by-step multiplication of
(-9)x(-13)=+117

Example of Multiplication with Booth Algorithm

BR = 10111

Pn O BR + 1= 0100 AC OR i scC

Initial 00000 10011 1| 101
1 0 Subtract 8R 01001
01001

ashr 00100 11001 1 100

| ashr 00010 01100 1 011
01 Add BR 10111
11001

ashr 11100 10110 1] 010

00 ashr 11110 01011 0 L0
1 0 Subtract. BR 01001
00111

ashr 00011 10101 1 000

OR

7a) Explain addressing modes in brief.

Sol: An addressing mode in computer organization defines how the operand (the data) required
for an instruction is specified or determined during program execution.

The following are the different types of Addressing Modes

Implied Mode: In this mode the operands are specified implicitly in the definition of the
instruction.

Immediate Mode: In this mode the operand is specified in the instruction itself. In other words,
an immediate-mode instruction has an operand field rather than an address field.

Register Mode: In this mode the operands are in registers that reside within the CPU. The
particular register is selected from a register field in the instruct ion.

Register Indirect Mode: In this mode the instruction specifies a register in the CPU whose
contents give the address of the operand in memory. In other words, the selected register

contains the address of the operand rather than the operand itself

Autoincrement or Autodecrement Mode:
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This is similar to the register indirect mode except that the register is incremented or
decremented after (or before) its value is used to access memory.

Direct Address Mode: In this mode the effective address is equal to the address part of the
instruction. The operand resides in memory and its address is given directly by the address field
of the instruction.

Indirect Address Mode: In this mode the address field of the instruction gives the address
where the effective address is stored in memory. Control fetches the instruction from memory
and uses its address part to access memory again to read the effective address.

Relative Address Mode: In this mode the content of the program counter is added to the address
part of the instruction in order to obtain the effective address.

Indexed Addressing Mode: In this mode the content of an index register is added to the address
part of the instruction to obtain the effective address.

Base Register Addressing Mode: In this mode the content of a base register is added to the
address part of the instruction to obtain the effective address.

Example :
Address Memory Addressing Effective  Content
L PC = 200 l 200 Load oAl — Ikiodc Address of jL-—

201 Address = 500 Direct address S0G B0
A — Immediate operand 201 S
l R =400 l 402, ' G Indirect address 800 300
Relative address 702 325
' Indexed address 600 Y]
L XR = 100 ] Register — 400
399 450 Register indirect 400 700
Autoincrement 400 700

400 00
| AC | . Autodecrement 399 450

500 BOOD

600 900

702 325

BOD 300
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7.b) Discuss decimal subtraction using 9's and 10's complements with examples.

Sol:

Decimal subtraction using 10’s cqmplement
Ex: M=72532 N=03250
Now we need to perform M-N. It can be written as M+(-N)
10°s complement of 03250 = r"-N=10%-03250
=96750

Now given M=72532
10’s complement of N=96750

Discard the carry we get +69282

Decimal subtraction using 9’s complement

Ex: M=72532 N=03250
Now we need to perform M-N. It can be written as M+(-N)

9’s complement of 03250 = 99999-03250=96749

Now given M=72532
9’s complement of  N=96749

Discard the carry and add 1 to the LSB bit of the answer 69282+1= +69282

Note: The above example is for M>N. in the same way for M<N. If anyone did in M<N consider
that also.
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UNIT-1V

8.a) Describe the read and write operations of associative memory.
Sol: A memory unit accessed by content is called an associative memory or content addressable
memory (CAM). This type of memory is accessed simultaneously and in parallel on the basis of

data content rather than by specific address or locatjon. When a word is written in an associalive

store the word. When a word is to be read from an associative memory, the content of the word,
or part of the word, is specified. The memory locates all words which match the specified

Block diagram of associative memory.

L Atgument register (4) J

Key tegister (X) I

March
register

[nput
Associative memory
amy and logic

Read m wards

n bils per word

l

Output

Wrile a——a

Read Operation:

If more than one word in memory matches the unmasked argument field, all the matched words
will have 1's in the corresponding bit position of the match register. It is then necessary to scan
the bits of the match register one at a time. The matched words are read in sequence by applying
a read signal to each word line whose corresponding M, bitisa 1.

In most applications, the associative memory stores a table with no two identical items' under a
given key. In this case, only one word may match the unmasked argument field. By connecting
output M; directly to the read line in the same word position (instead of the M register), the

memory.
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Write Operation:

An associative memory must have a write capability for storing the information to be
searched. Writing in an associative memory can take different forms. depending on the
application. If the entire memory is loaded with new information at once prior to a search
operation then the writing can be done by addressing each location in sequence. This will make
the device a random access memory for writing and a content addressable memory for reading.
The advantage here is that the address for input can be decoded as in a random access memory.

If unwanted words have to be deleted and new words inserted one at a time. there is a
need for a special register to distinguish between active and inactive words. This register,
sometimes called a tag register, would have as many bits as there are words in the memory. For
every active word stored in memory, the corresponding bit in the tag register is set to 1. A word
is deleted from memory by clearing its tag bit to 0. Words are stored in memory by scanning the
tag register until the first 0 bit is encountered. This gives the first available inactive word and a
position for writing a new word. After the new word is stored in memory it is made active by
setting its tag bit to 1. An unwanted word when deleted from memory can be cleared to all 0' s it
this value is used to specify an empty location.

8.b) Explain the concept of virtual memory and its need in modern systems.

Sol: Virtual memory is a concept used in some large computer systems that permit the user to
construct programs as though a large memory space were available, equal to the totality of
auxiliary memory. Each address that is referenced by the CPU goes through an address mapping
from the so-called virtual address to a physical address in main memory. Virtual memory is used
to give programmers the illusion that they have a very large memory at their disposal, even
though the computer actually has a relatively small main memory.

Address Space and Memory Space

An address used by a programmer will be called a virtual address, and the set of such addresses
the address space. An address in main memory is called a location or physical address. The set
of such locations is called the memory space.

The mapping table may be stored in a separate memory as shown in the following figure or in
main memory.

Memory table for mapping a vircual addeess.

Virtual address

| oy

Virtual Main memory |

address : Memary address _ Main
register MEppIng register memory
(20 bits) table (L5 bits)

3

! I Main memory
Memory tahle buffer repiter

buffer register




In the first case, an additional memory unit is required as well as one extra memory
access time. In the second case, the table takes space from main memory and two accesses Lo
memory are required with the program running at half speed. A third alternative is to use an
associative memory as explained below.

The table implementation of the address mapping is simplified if the information in the
address space and the memory space are each divided into groups of fixed size. The physical
memory is broken down into groups of equal size called blocks, which may range from 64 to
4096 words each. The term page refers to groups of address space of the same size. The
programs are also considered to be split into pages. Portions of programs are moved from
auxiliary memory to main memory in records equal to the size of a page. The term "page frame"
is sometimes used to denote a block

Virtual memory Need in Modern systems

Modern systems need virtual memory to enable multitasking, run large applications, and improve
system security and stability. It allows the computer to run more programs simultaneously by
using a portion of the hard disk as an extension of physical RAM, and it provides memory
protection to prevent one program from interfering with another.

OR
9.a) Explain the need for auxiliary memory in computer systems.

Sol:

Need for the Auxiliary memory

e Permanent storage: Auxiliary memory is non-volatile, meaning data remains stored even
when the computer is turned off. This is essential for long-term storage of the operating system,
user files, and applications. '

e Large capacity: Auxiliary memory devices like hard drives and SSDs have a much larger
storage capacity than primary(RAM) allowing them to store vast amounts of data that are too
large to fit into RAM.

o Cost-effectiveness: Auxiliary memory is significantly cheaper per gigabyte than primary
memory Cost-, making it an economical choice for storing large volumes of data.

e Data backup and transfer: Auxiliary memory is vital for backing up important data to
prevent loss and for easily transferring data between computers using devices like external hard

drives and Data USB drives.

The most common auxiliary memory devices used in computer systems are magnetic
disks and tapes. Magnetic drums and disks are quite similar in operation. Both consist of high-
speed rotating surfaces coated with a magnetic recording medium. The rotating surface of the
drum is a cylinder and that of the disk, a round flat plate. The recording surface rotates at
uniform speed and is not started or stopped during access operations. Bits are recorded as
magnetic spots on the surface as it passes a stationary mechanism called a write head. Stored bits
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are detected by a change in magnetic field produced by a recorded spot on the surface as it passes
through a read head. The amount of surface available for recording in a disk is greater than in a
drum of equal physical size. Therefore, more information can be stored on a disk than on a drum
of comparable size. For this reason, disks have replaced drums in more recent computers.

Magnetic Disks

A magnetic disk is a circular plate constructed of metal or plastic coated with magnetized
material. Often both sides of the disk are used and several disks may be stacked on one spindle
with read/write heads available on each surface. All disks rotate together at high speed and are
not stopped or started for access purposes. Bits are stored in the magnetized surface in spots
along concentric circles called tracks. The tracks are commonly divided into sections called
sectors. In most systems, the minimum quantity of information which can be transferred is a
sector.

The subdivision of one disk surface into tracks and sectors is shown in the following figure

i
e
AN o o . P Tracks
LTI
4
Iy I
1 iy
\ |/
XA
\‘x\h\k““‘k- ;.1 ._-‘——""d:.j_,./ !
Rcatﬁfwn:c
head

Some units use a single read/write head for each disk surface. In this type of unit, the
track address bits are used by a mechanical assembly to move the head into the specified track
position before reading or writing. In other disk systems, separate read/write heads are provided
for each track in each surface. The address bits can then select a particular track electronically
through a decoder circuit. This type of unit is more expensive and is found only in very large
computer systems. Permanent timing tracks are used in disks to synchronize the bits and
recognize the sectors. A disk system is addressed by address bits that specify the disk number,
the disk surface, the sector number and the track within the sector. After the read/write heads are
positioned in the specified track, the system has to wait until the rotating disk reaches the
specified sector under the read/write head. Information transfer is very fast once the beginning of
a sector has been reached. Disks may have multiple heads and simultaneous transfer of bits from
several tracks at the same time.
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Magnetic Tape

A magnetic tape transport consists of the electrical, mechanical. and electronic
components to provide the parts and control mechanism for a magnetic-tape unit. The tape itself
is a strip of plastic coated with a magnetic recording

A magnetic tape transport consists of the electrical, mechanical, and electronic
components to provide the parts and control mechanism for a magnetic-tape unit. The tape itself
is a strip of plastic coated with a magnetic recording medium. Bits are recorded as magnetic
spots on the tape along several tracks. Usually, seven or nine bits are recorded simultaneously to
form a character together with a parity bit. Read/write heads are mounted one in each track so
that data can be recorded and read as a sequence of characters. Magnetic tape units can be
stopped, started to move forward or in re verse, or can be rewound.

However, they cannot be started or stopped fast enough between individual characters.
For this reason, information is recorded i n blocks referred to as records. Gaps of unrecorded tape
are inserted between records where the tape can be stopped. The tape starts moving whilc in a
gap and attains its constant speed by the time it reaches the next record. Each record on tape has
an identification bit pattern at the beginning and end. By reading the bit pattern at the beginning,
the tape control identifies the record number.

9.b) Explain the working of write-through and write-back policies in cache memory.

Sol: An important aspect of cache organization is concerned with memory write requests. When
the CPU finds a word in cache during a read operation, the main memory is not involved in the
transfer. However, if the operation is a write, there are two ways that the system can proceed.

Write-through

The simplest and most commonly used procedure is to update main memory with every
memory write operation, with cache memory being up dated in parallel if it contains the word at
the specified address. This is called the write-through method. This method has the advantage
that main memory always contains the same data as the cache. This characteristic is important in
systems with direct memory access transfers.

Write-back

The second procedure is called the write-back method. In this method only the cache
location is updated during a write operation. The location is then marked by a flag so that later
when the word is removed from the cache it is copied into main memory. The reason for the
write-back method is that during the time a word resides in the cache, it may be updated several
times; however, as long as the word remains in the cache, it does not matter whether the copyin
main memory is out of date, since requests from the word are filled from the cache. It is only
when the word is displaced from the cache that an accurate copy need be rewritten into main

memory.
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UNIT-V
10.a) Describe the functional block diagram of an I/0O module and explain its operation.
Sol: To resolve these differences, computer systems include special hardware components
between the CPU and peripherals to supervise and synchronize all input and output transfers.
These components are called interface units because they interface between the processor bus
and the peripheral device.

I/O Bus and Interface Modules

A typical communication link between the processor and several peripherals is shown in the
following diagram

Compecrion of 11D b oo nbu-ou TIr e devices

:\'_ )"_1 15) bus
i ; v pi ot e ) BT T
[ Froosmsen s i ' Addrens
i Y E T a Contred
; i P}
i |
KEe ' 3 ;
| lrverface ; L dmerface 1 l:n:rrf;c: Imteriace
Keybecd E R
digpley 1 | ERREC TSG age
| iemimt men] -

The I/O bus consists of data lines, address lines, and control lines.. Each peripheral
device has associated with it an interface unit. Each interface deonodes the address and control
received from the I/O bus, interprets them for the peripheral, and provides signals for the
periphe.ral controller. It also synchronizes the data flow and supervises the transfer between
peripheral and processor. Each peripheral has its own controller that operates the particular
electromechanical device. A controller may be housed separately or may be physically integrated
with the peripheral.

The /O bus from the processor is attached to all peripheral interfaces. To communicate with
a particular device, the processor places a device address on the address lines. Each interface
attached to the I/0 bus contains an address decoder that monitors the address lines. When the
interface detects its own address, it activates the path between the bus lines and the device that it
controls. All peripherals whose address does not correspond to the address in the bus are disabled
by their interface.

* A control command is issued to activate the peripheral and to inform it what to do
* A status command is used to test various status conditions in the interface and the

peripheral.
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* A data output command causes the interface to respond by transferring data from the bus
into one of its registers.

e The data input command is the opposite of the data output. In this case the interface
receives an item of data from the peripheral and places it in its buffer register

10b) Explain asynchronous data transfer with a neat diagram.

Sol: In most cases, the internal timing in each unit is independent from the other in that each uses
its own private clock for internal registers. In that case, the two units are said to be asynchronous
to each other.

Asynchronous data transfer between two independent units requires that control signals
be transmitted between the communicating units to indicate the time at which data is being
transmitted. One way of achieving this is by means of a strobe pulse supplied by one of the units
to indicate to the other unit when the transfer has to occur.

Another method commonly used is to accompany each data item being transferred with a
control signal that indicates the presence of data in the bus. The unit receiving the data item
responds with another control signal to acknowledge receipt of the data. This type of agrecment
between two independent units is referred to as Handshaking.

Strobe Control

The strobe control method of asynchronous data transfer employs a single control line to time
each transfer. The strobe may be activated by either the source or the destination unit. The
following shows a source-initiated transfer

Data bus

Source Destination
umnit Strobe unit

(a) Block diagram

Data ;-cmmu Valid data ~—-———-—r|
Strobe I I

(b) Timing diagram

The strobe is a single line that informs the destination unit when a valid data word is
available in the bus. the source unit first places the data on the data bus. After a brief delay to
ensure that the data settle to a steady value, the source activates the strobe pulse. The inforniation
on the data bus and the strobe signal remain in the active state for a sufficient time period to
allow the destination unit to receive the data. Often, the destination unit uses the falling edge of
the strobe pulse to transfer the contents of the data bus into one of its internal registers. The
source removes the data from the bus a brief period after it disables its strobe pulse. Actually, the
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source does not have to change the information in the data bus. The fact that the strobe signal is
disabled indicates that the data bus does not contain valid data. New valid data will be available
only after the strobe is enabled again.

Destination initiated strobe

In this case the destination unit activates the strobe pulse, informing the source to provide the
data. The source unit responds by placing the requested binary information on the data bus. The
data must be valid and remain in the bus long enough for the destination unit to accept it. The
falling edge of the strobe pulse can be used again to trigger a destination register. The destination
unit then disables the strobe. The source removes the data from the bus after a predetermined
time interval

Data bus s
Source ) Destination
ume Sirabe unit

-

(a) Block dhagram

Data - Vahd cddatg — e
e it | S,
Strobe

o —

tb) Timang dizgram

Handshaking:

The disadvantage of the strobe method is that the source unit that initiates the transfer has
no way of knowing whether the destination unit has actually received the data item that was
placed in the bus. The handshake method solves this problem by introducing a second control
signal that provides a reply to the unit that initiates the transfer

The following figure shows the data transfer procedure when initiated by the source.
The two handshaking lines are data valid, which is generated by the source unit. and data
accepted, generated by the destination unit. The timing diagram shows the exchange of signals
between the two units.
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(b} Timing diagram
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The destination-initiated transfer using handshaking lines is shown in the following figure
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The signal generated by the destination unit has been changed to ready for data to reflect
its new meaning. The source unit in this case does not place data on the bus until after it receives
the ready for data signal from the destination unit. From there on, the handshaking procedure
follows the same pattern as in the source-initiated case.

OR
11.a) Discuss daisy-chaining priority interrupt with a neat diagram.
Sol: The daisy-chaining method of establishing priority consists of a serial connection of all
devices that request an interrupt. The device with the highest priority is placed in the first
position, followed by lower-priority devices up to the device with the lowest priority, which is

placed last in the chain. This method of connection between three devices and the CPU is shown
in the following diagram

Processor data bus

Vap V4o r VAD 3

I Device 2 Device 3
Lo PO | Pt PO

Device |
Pr ra

To next
device

Intereupt request

w1 INT
CFrU

Interrupt acknowledge

INTACK

The interrupt request line is common to all devices and forms a wired logic connection. If
any device has its interrupt signal in the low-level state, the interrupt line goes to the low-level
state and enables the interrupt input in the CPU. W hen no interrupts are pending, the interrupt
line stays in the high-level state and no interrupts are recognized by the CPU. This is equivalent
to a negative logic OR operation. The CPU responds to an interrupt request by enabling the
interrupt acknowledge line. This signal is received by device 1 at its P| (priority in) input. The
acknowledge signal passes on to the next device through the PO (priority out) output only if
device 1 is not requesting an interrupt. If device 1 has a pending interrupt, it blocks the
acknowledge signal from the next device by placing a 0 in the PO output. It then proceeds to
insert its own interrupt vector address (VAD) vector address (VAD) into the data bus for the
CPU to use during the interrupt cycle.
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A device with a 0 in its PI input generates a 0 in its PO output to inform the next-lower-
priority device that the acknowledge signal has been blocked. A device that is requesting an
interrupt and has a 1 in its PI input will intercept the acknowledge signal by placing a 0 in its PO
output. If the device does not have pending interrupts, it transmits the acknowledge signal to the
next device. by placing a 1 in its PO output. Thus the device with PI = 1 and PO = 0 is the one
with the highest priority that is requesting an interrupt, and this device places its VAD on the
data bus. The daisy chain arrangement gives the highest priority to the device that receives the
interrupt acknowledge signal from the CPU. The farther the device is from the first position, the

lower is its priority
11.b) Describe the working of a DMA controller with neat diagram.

Sol: The transfer of data between the peripheral and memory without the interaction of CPU and
letting the peripheral device manage the memory bus directly is termed as Direct Memory Access

(DMA).

DMA Controller
The DMA controller communicates with the CPU through the data bus and control lines. DMA select

signal is used for selecting the controller, the register select is for selecting the register. When the bus
grant signal is zero, the CPU communicates through the data bus to read or write into the DMA
register. When bus grant is one, the DMA controller takes the control of buses and transfers the data
between the memory and I/O.

Addressbus =

. " Databus i
Databus g Buffers [ pem—— Adgﬁzfsr:r!:uz
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DA select  ~a|DS @ fe—a Addressreglster |
Regiersr selaet = |RS 'E
Read -pe—|{RD E -t—-o-[ Werd cound register E
Cantrol

Write - WE lagie

Bus request == BR «—| Controlregister |

Bus grant —=|BG

IntReTupt e} Interrupt e DA TaUIBST
DMA acknowledge

Fig: Block diagram of DMA controller

o BO device

The address register specifies the desired location of the memory which is incremented after
each word is transferred to the memory. The word count register holds the number of words 1o be
transferred which is decremented after each transfer until it is zero. When it is zero, it indicates the
end of transfer. After which the bus grant signal from CPU is made low and CPU returns to its
normal operation. The control register specifies the mode of transfer which is Read or Write.
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