ailability, all © prone sha.red broadcast chany
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icast routi i |k
ulticast routing protocol for aq hoc )|
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ndwidth avé

ith limited energ

nake the design of an .
, several issues 11V

[imited b v Tes

hility of nodes W
limited security I

a challenging one.
, to the mobility of the nodes, link failures are o
( .. Juite com

in ad hoc wireless networks. Thus, data pa(.:ketS Sen? by the SOlUrce
dropped, which results in a low packet dellvery‘ratlo. Hence, 4 muls
routing protocol should be robust enough to sustain the mobility of the tic
and achieve a hi N0
e Efficiency: In an ad hoc network environment, where the by dw:
scarce. the efficiency of the multicast protocol 1s very important » lilt-h IS
efficiency is defined as the ratio of the total number of data packets rU blcag
< +ho : €Celve
by the receivers to the total number of (data and control) packets tranSmit\tidi

In()“

e Robustness: Du
May |

)6

oh packet delivery ratio.

in the network.

o Control overhead: In order to keep track of the members in a s,
oroup, the exchange of control packets is required. This consumes g lc‘z.mt
erable amount of bandwidth. Since bandwidth is limited in ad hoc p tCOnmd-
the design of a multicast protocol should ensure that the total nuinﬁgkz'f

control packets transmitted for maintaining the multicast group is kept t
04

minimiuim.

o .Qua.li.ty of service: One of the important applications of ad hoc networks is
in nnl.ltary / strategic applications. Hence, provisioning quality of serviczo(rQZSls)
:r;r: Eils('sue.m ad hoc. mult.icast routing protocols. The main parameters which
d'e]a}j/ deer]lalntf) con51derat19n fgr providing the required QoS are throughput

, y Jitter, and reliability.

 Depende : .
L n:efi); 3}2 :he unicast roptmg protocol: If a multicast routing
support of a particular routing protocol, then it 1s difficul




g.5 CLASSIFICATIONS OF MULTICAST ROUTING
PROTOCOLS

Multicast routing protocols for ad hoc wireless networks can be broadly classified
into two types: application-independent /generic multicast protocols and application-
dependent multicast protocols (refer to Figure 8.4). While application-independent
multicast protocols are used for conventional multicasting, application-dependent
multicast protocols are meant only for specific applications for which they are de-
signed. Application-independent multicast protocols can be classified along three

different dimensions.

i Based on topology: Current approaches used for ad hoc multicast routing
protocols can be classified into two types based on the multicast topology:
tree-based and mesh-based. In tree-based multicast routing protocols, there
exists only a single path between a source-receiver pair, whereas in mesh-
based multicast routing protocols, there may be more than one path between
a source-receiver pair. Tree-based multicast protocols are more efficient com-
pared to mesh-based multicast protocols, but mesh-based multicast protocols
are robust due to the availability of multiple paths between the source and
receiver. Tree-based multicast protocols can be further divided into two types:
source-tree-based and shared-tree-based. In source-tree-based multicast proto-
cols, the tree is rooted at the source, whereas 1n shared-tree-based multicast
protocols, a single tree is shared by all the sources within the multicast group
and is rooted at a node referred to as the core node. The source-tree-based
multicast protocols perform better than the shared-tree-based protocols at
heavy loads because of efficient traffic distribution. But the latter type of
protocols are more scalable. The main problem in a shared-tree-based multi-
cast protocol is that it heavily depends on the core node, and hence, a single

point failure at the core node affects the performance ot the multicast protocol.

2. Based on initialization of the multicast session: The multicast group
formation can be initiated by the source as well as by the receivers. In a multi-
cast protocol, if the group formation is initiated only by the source node, then
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Figure 8.4. Classifications of multicast routing protocols.
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. is called a source-initiated multi .
: cast routin :
- the receivers of the - g protocol, and if it is initi:
l}:ulti cast routing pro toénilltlcast group, then it is called a rec:;v;-lw;tlflted
1 ol. Some multicast protocols do not di’st' l7fliza}te(1
SUINEZUISN be-

en source and recej Gadaalye Lo
twe ecelver .for initialization of the multicast
these source-or-recewver-initiated multicast routing protocol group. We call
otocols.

3. Based on the topology main ,
multicast topology can b}; done Z?tr}llif(l:)if I'glic?:frtl lth:t: e
ha,r.d s?ate approach. In the soft state approach controT applzog ,Ch i
perlodlcally to refresh the route, which leads to’a high 2213 f 3 ?fe ﬂOOdf’:d
at the cost of more control overhead, whereas in thge }?ard eState poa mtio
the control packets are transmitted (to maintain the routes) (;111y ;Ezs f;) ?icn;

hreaks, resulting in lower control ov
’ . erhead, b
delivery ratio. , but at the cost of a low packet

g6 TREE-BASED MULTICAST ROUTING PROTOCOLS

| '[1~ee-ba,sed multicasting is a well-established concept used in several wired multi-
'~ cast protocols to achieve high multicast efficiency. In tree-based multicast protocols
 there 18 only one path between a source-receiver pair. The main drawback of thesc-;
protocols is that they are not robust enough to operate in highly mobile environ-
' ments. Tree-based multicast protocols can be classified into two types: source-tree-
~ hased multicast routing protocols and shared-tree-based multicast routing protocols
(refer to Figure 8.4). In a source-tree-based protocol, a single multicast tree is main-
~ tained per source, whereas In a shared-tree-based protocol, a single tree is shared
by all the sources in the multicast group. Shared-tree-based multicast protocols
are more scalable compared to source-tree-based multicast protocols. By scalabil-
ity, we mean the ability of the protocol to work well without any degradation 1n
performance when the number of sources in a multicast session or the number of
multicast sessions is increased. In source-tree-based multicast routing protocols, an

crease in the number of sources gives rise to a proportional increase in the number
results in a significant increase 1n bandwidth consumption in

h-constrained network. But in a shared-tree-based multicast

- bandwidth usage is not as high as in source-tree-based pro-
the number of sources for multicast sessions increases,
same. Another factor that affects the scalabil-

s the memory requirement. When the multicast

sroup size is large with a large number of multicast sources, 1 & source-tree-based
multicast protocol, the state information that 1s maintained per source per group
consumes a large amount of memory at the nodes. But 1n a shared-tree-based mul-
ticast protocol, since the state - formation is maintained per group; the additional
memory required when the number of sources 1NCreases is not very high. Hence

shared-tree-based multicast protocols are more scalable compared to source-tree-
! tion describes some of the existing

of source-trees. This
the already-bandwidt
protocol, this increase
tocols because, even when
the number of trees remains the

ity of source-tree-based protocols 1
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6.1 Bandwidth-Efficient Multicast Routing Protocgj
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warding node, rather than the s

“f‘c.

nCQ‘ l[

A

discussed 1n the following sections.

Tree Initialization Phase

I[n BEMRP, the multicast tree construcftion 1S iniFiated by.the recelvers. Whep a
receiver wants to join the group, 1t initiates ﬁoo.dl.ng Of}'lJozn control packetg The
existing members of the multicast tree, on recelvmght ese pacfkets, reSp.ond
Reply packets. When many such Reply packets reach the requesting node, it chooses
one of them and sends a Reserve packet on the path taken by the chogep Repl,

packet. When a new receiver R3 (Figure 8.5) wants to join the m‘ﬂt.iC&St group, i
foods the Join control packet. The nodes S, I1, and .R:Q of the multicast tree May
receive more than one Join control packet. After waiting for a specific time, eac},

of these tree nodes chooses one Join packet with the smallest hop count traversed
It sends back a Reply packet along the reverse path which the selected Join packet
had traversed. When tree node I1 receives Join packets from the previous nodes [9
and 12, it sends a Reply packet to receiver R3 through node I2. The receiver may
receive more than one Reply packet. In this case, it selects the Reply packet which
has the lowest hop count, and sends a Reserve packet along the reverse path that
the selected Reply packet had traversed. Here, in Figure 8.5, receiver R3 receives
Reply packets from source S, receiver R2, and intermediate node I1. Since the Reply
packet sent by intermediate node I1 has the lowest hop count (which is 3), it sends

a Reserve packet to node 13, and thus joins the multicast group.

With

Tree Maintenance Phase

To reduce the control overhead, in BEMRP, tree reconfiguration is done only when
a link break is detected. There are two schemes to recover from link failures.

1. Broadcast-multicast scheme: In this scheme, the upstream node is responsible
for finding a new route to the previous downstream node. This is shown i1
Figure 8.6. When receiver R3 moves from A to B, it gets isolated from the
remaining part of the tree. The upstream node 13 now floods broadcast-

multicast packets (with limited T'TL). After receiving this packet, receiver R
sends a Reserve packet and joins the group again.
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|
|
B | e EE > Join control packet ® Multicast tree node

Multicast group member

Reply control packet

e Reserve control packet O Non—participating node

Figure 8.5. Multicast tree hitialization in BEMRP.

stream node of the broken link

of limited flooding of the Jown
+ R3 and its upstream
floods the Join control
ology, this value can

2. Local rejoin scheme: In this scheme, the down

tries to rejoin the multicast group by means
packets. In Figure 8.7, when the link between receive

node I3 fails (due to movement of node R3), then R3

EaCket with a certain TTL value (depending on the top
¢ tuned). When tree nodes recelve the Jown control packet, they send back
ownstream node R3

th.e .Reply packet. After receiving the Reply packet, the d
fejoins the group by sending a Reserve packet 1O the new upstreain node 14.
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— - = Broadcast—multicast control packet ® Multicast tree node

e Reserve control packet

Multicast group member O Non-—participating node

Figure 8.6. Multicast tree maintenance in broadcast-multicast scheme.

Route Optimization Phase

packet to ngde 14, node 14 sends a Quit packet to node I3,, and node I3 in tur

. ped
thnecessary forwarding nodes are prt
mber of data packet transmissions.
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S A O

s
O) n QY O

B Join control packet @ Multicast tree node
,,,,,,,,,, - Reply control packet Multicast group member
N Reserve control packet Q Non—participating node

Figure 8.7. Multicast tree maintenance in local rejoin scheme.

Advantages and Disadvantages

The main advantage of this multicast protocol 18 th

re@ction in the number of data packet transmissio
being adopted for tree maintenance. Since a node joins the multicast group through

IS nearest forwarding node, the distance between source and receiver increases. This
icrease in distance increases the probability of path breaks, which in turn gives
IS¢ to an increase in delay and reduction in the packet delivery ratio. Also, since

the.protocol uses the hard state approach for route repair, & considerable amount
f time ig spent by the node 1n reconnecting to t sion, which adds to

th |
® delay in packet delivery.

at it saves bandwidth due to the
ns and the hard state approach

he multicast ses
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R 5 Quit control packet Multicast group member

—_— Reserve control packet Multicast tree node

O Non-participating node

Figure 8.8. Multicast tree optimization in BEMRP.

8.6.2 Multicast Routing Protocol Based on Zone Routing

In multicast zone routing protocol (MZRP) (9], the flooding of control packetS.by
each node which searches for members of the multicast group is controlled by usiis

the zome routing mechanism 10]. In zone routing, each node is associated with
a routing zone. For routing, a pro-active approach is used inside the zone (the
node maintains the topology inside the zone, using a table-driven routing PrOtOCOl)’
where:as a Teactive approach is used across zones. In a nutshell, it attempts g
combine the best of both on-demand and table-driven routing approaches.
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Initiates a two-stage
inside the zone. and then

seCO™ | . In Figure 8.9, to create
o initially source S sends a TREE-CREATE control packet to nodes within

one throllgh.uroncast routl.ng.a.s i,t 15 aware of the topology within its zone, then
ode R1, which 18 ‘“tereﬁted Il joining the group, replies with a TREE.CREATE.
\CK packet and for‘mg t elé route.(for t.:he sake of clarity, routing zones of nodes have
iw(’ll I‘Cprcsented as clrcular regions in the figure: however, they need not always
t‘akc the shape of circles). To extend the tree outside the zone, source S sends a
TREF,PROPAGATE packet to all the border nodes of the zone. When node B

O O

= Routing zone of node S Routing zone of node B
~ ™ TREE-CREATE control packet @ Multicast tree node
-~ ™ TREE-CREATE-ACK control packet @ T

® TREE-PROPAGATE control packet |
® Multicast receiver

O Non-participating node

Figure 8.9. Multicast tree initialization in MZRP.
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Tree Maintenance Phase
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Once the multicast ge;zv ;St(;; tree to refresh the multlc?,st t.ree. I any 'tr
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et ding stale multicast route entry. Wher.l a ll.nk 111)1 lia mult
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ce Node
rernov@s
Cast treq
rej Oinin g

b lticast group. Due to movement of the intermediate node I (Figyre 8.10
the multicas .

)
iver R2 gets isolated from the rest of the multicast tree. Node R2 first Unicastg ,
receiver

Routing zone of node S

Routing zone of node B Routing zone of node R2

Join control packet o

@ Multicast tree node ®
@ Multicast source O

JoinAck control packet
Multicast receiver

Non—participating node

Figure 8.10. Multicast tree maintenance in MZRP.
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gectio" 6.0,

O O »

_» Routing zone of node S Routing zone of node B Routing zone of node R2
@ Multicast tree node ® Multicast receiver
@ Multicast source O Non—participating node

------ _» JoinPropagate control packet

Figure 8.11. Multicast tree maintenance in MZRP.

des. Since a tree node R3 is already in the zone, it replies

I to node R2. Thus receiver R2 again joins the multicast
tree nodes in the zone of receiver R2. In this

from zone nodes, it sends JoinPropagate
and it joins the tree through intermediate

Join packet to all zone no
back by sending a JoinAc
group. It may be that there are no
case, receiver R2 does not get any reply
control packets to border nodes (node B),

node I (see Figure 8.11).

Advantages and Disadvantages

MZRP has reduced control overhead as it i |
and multicast routing protocols can exchange information with each other is another

advantage of MZRP. MZRP 1s important as it shows the efficacy of the zone-based
approach to multicast routing. The size of the zone 1s very important in MZRP.

The size should be neither too large nor o0 «mall. The optimum value for the zone

ns over ZRP. The fact that the unicast
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radius is likely to vary with mul
disadvantage of this protocol 18
the source needs to wait for a long
because the propagation of the TRE
time.

E-PROPAGATE message takes o, i1
S1



.7 MESH-BASED MULTICAST ROUTING PROTOCOLS

[n ad hoC wireless PetWOrkS,.mreless links break due to the mobility of the nodes.
[ the case of multlca.?t roul.:mg protocols, the path between a source and receiver,
which consists of multiple v.v1reless b0ps, suffers very much due to link breaks. Mul-
icast routing protocols which provide multiple paths between a source-receiver pair

are Jassified as mesh-based multicast routing protocols. The presence of multiple

paths adds to the robustness of the mesh-based protocols at the cost of multicast ef-
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ficiency. In this s
are described in detail.

8.7.1 On-Demand Multicast Routing Protocol

In the on-demand multicast routing protocol (ODMRP) [24], a meg}, %

by a set of nodes called forwarding nodes which are responsible for f, or
data packets between a source-receiver pair. These forwarding nodeg ma;
message-cache which is used to detect duplicate data packets and dupljcay

Meg
l'Warding

Dtajp the
control packets. 5

Mesh Initialization Phase

In the mesh initialization phase, a multicast mesl.l is formed between the soup.
and the receivers. To create the mesh, each source in the multicast group f, s t}:

JoinReq control packet periodically. Upon reception of the JoinRegq contro] Packet
from a source, potential receivers can send JoinReply through the reverse Shorteg

path. The route between a source and receiver is established after the source receives

the JoinReply packet. This is illustrated in Figure 8.30. For initializing the Mes}

sources S1 and S2 in the multicast group flood the JoinKeq control packets Thé
nodes that receive a JoinReq control packet store the upstream node identificatj,
number (ID) and broadcast the packet again. When receivers R1, R2, apg R3
receive the JoinReq control packet, each node sends a JoinReply control packet
along the reverse path to the source. Here in Figure 8.30, receiver R2 receiyes
JoinReq control packets from sources S1 and S2 through paths S1-12-I3-R2 and
§2-16-14-15-R2, respectively. The JoinReply packet contains the source ID and the
corresponding next node ID (the upstream node through which it received the
JoinReq packet). When node 12 receives the JoinReply control packet from receiver
R1, it sets a forwarding flag and becomes the forwarding node for that particular
multicast group. After waiting for a specified time, it composes a new JoinReply
packet and forwards it. The format of the JoinReply packet sent by the node R2
is shown in Table 8.2. In this way, subsequent forwarding of JoinReply packets by
the intermediate nodes along the reverse path to the source establishes the route.

Table 8.2. Format of JoinReply packet sent by receiver R2

Sgurce ID | Next Node ID
S1 I3
8 Is

Mesh Maintenance Phase
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’
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EERND
\1 1
-

O Non—participating node - - - ®  JoinReq packet

Multicast group member T - JoinReply packet

Y,

@ Multicast mesh member i - JoinReply in both directions

Figure 8.30. Mesh topology in ODMRP.

protects the session from being affected by mobility of nodes. For example, due to
when the route S2-19-110-R3 breaks

ovement of the receiver R3 (from A to B),
oh route §2-16-14-17-18-R3

Figure 8.31), R3 can still receive data packets throu
ODMRP uses a soft state

ind this contributes to the high packet delivery ratio.
Wproach to maintain the mesh, that is, to refresh the routes between the source and

;he teceiver, the source periodically floods the Joinkeq control packet. In Figure
31, when receiver R3 receives a new Joinkieg control packet from node I11 (sent
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O Non—participating node

@ Multicast group member

@ Multicast mesh member

Figure 8.31. Maintenance of mesh topology in ODMRP.

by the source S2), it sends a JoinReply on this new shortest path R3-111-110-19-5%
thereby maintaining the mesh structure.

Advantages and Disadvantages
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qeh
ou
tlfu(;);t%l packf‘t transmissions, thereby reducing the multicast efficiency
ol ¢
12 Dynamic Core-Based Multicast Routing Protocol
o efficiency O multicast protocol by reducing control overhead

ot . qing better packet delivery ratio. M
roviding 0. Mesh-based
and P! om two disadvantages: protocols, such as ODMRP,

[. Fxcess1ve data f(.)rwardlng: Too many nodes become forwarding nodes, result-
ng in an excessive number of retransmissions of data. packets. In ObMRP
411 nodes o1 the shortest path between each source and each receiver becomc:

forwarding nodes, resulting in too many forwarding nodes. (The advantag(;

of such a mesh containing many forwarding nodes is, of course, the superior

packet delivery ratio and robustness under mobility.)

High control overhead: Fn ODMRP, each source periodically floods its Joinfeq
and the mesh is reconstructed periodically. This leads to a heavy

| G

packets
control overhead.

empts to increase the packet delivery ratio and at the same time
overhead by reducing the number of sources which flood JoinReq

ducing the number of forwarding nodes.

DCMP att
reduce the control
packets, thereby re

Mesh Initialization Phase

CMP attempts to reduce the number of sources

DCMP, there are three kinds of sources: passive
s. Each passive source 1s associated

1 the mesh initialization phase, D

fooding their Jointeq packets. In

sources, active sources, and core active source
with a core active source, which plays the role of a proxy for the passive source,

by forwarding data packets from the passive source, Over the mesh created by 1ts
JoinReq packets. Passive sources do not flood Joinkieq packets, unlike active and

ore active sources. Sources which flood Joinlieq packets on their behalf as well

as on the hehalf of some passive source arc called core active sources. The rne?sh
stablishment protocol is similar to that . ODMRP. Data packets of the active

sources and core active sources are sent over the mesh created by themselves, while
4 passive source forwards the packet to its proxy core active node, which mn turn
nds it over its mesh. The control overhead 13 reduced, as compared to ODMRP,
because there are a fewer number of sOUIces which flood their JoinReq packets,

and thus the number of forwarding nodes is also fewer. To allow the mesh to

- ‘nough forwarding nodes for robust operation, the number of passive SOurces
g the maximum number of

h . e

D:s'to be limited: This is done in DCMP by lim1tin , ber is called
'Ve sources g s ~ ive source can Serve (this maximumm ft

i Bt atio is not reduced because of

1PassSize |
o= | ket delivery T ,
)- To ensure. that the pac distance is likely to be higher

recelver ight
proxy core active node), the maximuril

A

e f
( 1Ct that the average passlve source-to-

Decanca e .
15e 1t is reusing the mesh created by 1tS
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and uses a proxy
hop distance of two fro
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oy Figure 8.32 shows mesh construction in DCMP, with g,

g3, and 54 and

. r(
o from each othe .
in the core active node S4. No other set of sourceg : 1.)&\%.8‘\.0

: A'Iftr_.
Inultic.(m

[e ata

tors set to two. There are four sources iy, the
two receivers labeled R. Since S3 a5
which is equal to MazHop),

m eac
and S4 is a core active Source. The mesh CONSists

arces S1, S2, and S3 and the two receivers

shortest paths between the so R Thu;

O Non-participating node g S ;

Passive source

Forwarding node ® Receiver node

@ Normal active source Core active source
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 Figure R.33, source S3 has moved away f
o distance between them increasing to three (
meter=2). Thus, 53 goes active, and begins

f O D

®

O

Passive source

O Non-participating node S

Forwarding node ® Receiver node

@ Normal active source

;igur ¢ 8.33. Maintenance of mesh topology 11 DCMP. Reproduced with permission
™ [23, © ACM, 2002.
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JoinReq packets Therefore, more nodes attain forwarding status
JOInine ACKCLD. :

onto the mesh.

q

Advantages and Disadvantages

advantage of DCMP 1s 1ts scalability due t(? decreased contrg] OVerh
and its superior packet delivery ratio. The performance improvement of DCMp Ovaed
nd its ¢ |

ODMRP increases with the number of sources in the multicast group (thOUgh i
start performing on par beyond a certain number of sources, when almost 4 fic deyg
are part of the mesh). One of the drawbacks of DCMP is that the parameter;

associated with it, MaxPassSize and MazHop, are likely to depend on the Detwork
load conditions, group size, and number of sources, ar.ld optimal values of these
parameters may even vary from one node to another. Failure of an active core node

might result in multiple session failures.

The primary



