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3.7.1 Details of collaborative activities for research, faculty exchange, student 
exchange,  internship, on-the-job training,  project work, etc. during the year 
 

Sl. 
No. 

Title of the 
collaborative 
activity 

Name of the 
collaborating agency 
with contact details 

Name of the participant  Duration 
Nature of 
the 
activity 

Link to 
the 
relevant 
document 

1 Software Intern Maq Software Chandrupatla Divya Anusha 12 Months  Internship   

2 Software Intern Maq Software Cherukuri. Meghana 12 Months  Internship  

3 Software Intern Maq Software 
Gurram Venkata Naga 
Deekshitha. 

12 Months  Internship  

4 Software Intern Maq Software Ravipudi Revanth 12 Months  Internship  

5 
Associate 
Software 
Engineer 

Maq Software G. Mohan 2 Months  Internship  

6 
Associate 
Software 
Engineer 

Maq Software M.Rekha Kiranmai 2 Months  Internship  

7 
Real Time 
Project 

Hexaware S Himaja 12 Months  Internship  

8 
Programmer 
Analyst Trainee 

CTS Ananthaneni Ruchita  6 Months  Internship  

9 
Programmer 
Analyst Trainee 

CTS Ande.Hanika 6 Months  Internship  

10 
Programmer 
Analyst Trainee 

CTS Bandarupalli Vani 6 Months  Internship  

11 
Programmer 
Analyst Trainee 

CTS Bantu Bhuvana Teja 6 Months  Internship  

12 
Programmer 
Analyst Trainee 

CTS Batchu Vyshnavi 6 Months  Internship  

13 
Programmer 
Analyst Trainee 

CTS Bellamkonda Sai Srinija 6 Months  Internship  

14 
Programmer 
Analyst Trainee 

CTS Emani.Anuhya 6 Months  Internship  

15 
Programmer 
Analyst Trainee 

CTS Gudivaka Mohan 6 Months  Internship  

16 
Programmer 
Analyst Trainee 

CTS Katari Deeksha 6 Months  Internship  

17 
Programmer 
Analyst Trainee 

CTS Kommuri Namratha 6 Months  Internship  

18 
Programmer 
Analyst Trainee 

CTS M Rekha Kiranmai 6 Months  Internship  

19 
Programmer 
Analyst Trainee 

CTS 
Nagam Venkata Naga 
Vaishnavi 

6 Months  Internship  

20 
Programmer 
Analyst Trainee 

CTS Pothina Om Sai Gowtham 6 Months  Internship  

21 
Programmer 
Analyst Trainee 

CTS Potluri Amulya 6 Months  Internship  

22 
Programmer 
Analyst Trainee 

CTS R.Sai Vardhani 6 Months  Internship  

23 
Programmer 
Analyst Trainee 

CTS Siramdasu.Jahnavi 6 Months  Internship  

24 Programmer CTS K. Kalyan Naga Sai 6 Months  Internship  
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Analyst Trainee 

25 
Real Time 
projects 

HCL Vaishnavi Vankadaru 6 Months  Internship  

26 
Real Time 
projects 

Anblicks Jammula Sri Gayathri 3 Months  Internship  

27 
Real Time 
projects 

Anblicks Kommuri Namratha 3 Months  Internship  

28 
Real Time 
projects 

Anblicks 
Nagam Venkata Naga 
Vaishnavi 

3 Months  Internship  

29 
Real Time 
projects 

Anblicks Pothina Om Sai Gowtham 3 Months  Internship  

30 
Real Time 
projects 

Anblicks Nalam Sai Ravi Teja 3 Months  Internship  

31 
Real Time 
projects 

Anblicks K. Pavani 3 Months  Internship  

32 
Real Time 
projects 

Prodapt M.Siva Rama Krishna Murthy 4 Months  Internship  

33 
Content Analyst 
- Intern 

Hackerearth Yakkala Sahithi 4 Months  Internship  

34 
Real Time 
projects 

Techmahindra Ganta Prathibha 10 Months  Internship  

35 
Real Time 
projects 

Techmahindra Golla Rahul 10 Months  Internship  

36 
Real Time 
projects 

Techmahindra Koya Sai Akarsh 10 Months  Internship  

37 
Real Time 
projects 

K J System B. Deepu Suvarna Kumar 3 Months  Internship  

38 
Real Time 
projects 

K J System Vishal Mitra 3 Months  Internship  

39 
COVID-19 
Crowdfunding 

Internshala Gogulamudi Sushma 1 Month  Internship  

40  Internshala L.Sravani 1 Month  Internship  

41 
Product 
Development 
Intern 

Welivdit Private Limited. Gandham Sai Siddhartha 1 Month  Internship  

42 
Social Work 
Intern 

Dridh Sankalp 
Foundation 

D.Srilatha 2 Months  Internship  

43 
Robotic Process 
Automation 

RPA K. Sumathi 1 Month  Internship  

44 
Robotic Process 
Automation 

RPA Y. Susmitha 1 Month  Internship  

45 Training Shine Projects Sk. Rihana 1 Week  Internship  

46 
Real Time 
projects 

Internshipstudio Alekhya Sree Jetti 5 Weeks  Internship  

47 
Real Time 
projects 

Internshipstudio Keerthana.Kakarla 5 Weeks  Internship  

48 
Real Time 
projects 

Internshipstudio K. R. R. Deekshita 5 Weeks  Internship  

49 
Exploratory Data 
Analysis of Car 
features 

Internshipstudio Vinay Konakanchi 5 Weeks  Internship  

50 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

N. Kavya Sree 1 Month  Internship  
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51 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

V.Iswarya Kumari 1 Month  Internship  

52 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

Akshara Vemuri 1 Month  Internship  

53 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

Yoshitha Madala 1 Month  Internship  

54 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

Polavaram.Kavyasri 1 Month  Internship  

55 
Event 
Management 
Internship 

Youth Empowerment 
Foundation 

Gayathri Salemdam 1 Month  Internship  

56 
Event 
Management 
Internship 

Youth Empowerment 
Foundation 

Arshiya Mahaboobunisa Shaik 1 Month  Internship  

57 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

Pothana Pranavi Naidu 1 Month  Internship  

58 
Volunteering 
Internship 

Youth Empowerment 
Foundation 

Poliseety Naga Anupriya 1 Month  Internship  

59 

Teaching 
Programming 
Languages -
iCodeiCreate 

Octograd Technologies 
Pvt Ltd 

P. Sarayu Mahalakshmi 5 Months  Internship  

60 
Teaching Online 
- Intern 

Pathfold V. Poojitha Sarada Bhavani 6 Months  Internship  

61 
Trainee-Machine 
Learning 

Indian Servers K Sumathi 2 Months  Internship  

62 
Search Engine 
Optimization 

Xpert D Vivek 4 Weeks  Internship  

63 
Ethical Hacking 
& Cyber Security 

Suprja Technologies Aravapalli Dayana Chowdary 1 Month  Internship  

64 
Ethical Hacking 
& Cyber Security 

Suprja Technologies U. Mounika 1 Month  Internship  

65 
Internet of 
Things 

Smartknower S Lavanya 1 Month  Internship  

66 e-Commerce 
Website Design 

Sourab Infotech Bantu Bhuvana Teja  1 Month  Internship  

67 e-Commerce 
Website Design 

Sourab Infotech Sai Srinija 1 Month  Internship  

68 e-Commerce 
Website Design 

Sourab Infotech Bhakthula Deepthi Prasanna 1 Month  Internship  

69 e-Commerce 
Website Design 

Sourab Infotech Hasmitha B 1 Month  Internship  

70 e-Commerce 
Website Design 

Sourab Infotech Prabhakar.Bonela 1 Month  Internship  

71 e-Commerce 
Website Design 

Sourab Infotech Deepu Suvarna Kumar 1 Month  Internship  

72 e-Commerce 
Website Design 

Sourab Infotech Ch Bala Srimani Durga Devi 1 Month  Internship  

73 e-Commerce 
Website Design 

Sourab Infotech Chitluri Lasya Sarada 1 Month  Internship  

74 e-Commerce 
Website Design 

Sourab Infotech 
Devineni Vaidehi 1 Month  Internship  

75 e-Commerce 
Website Design 

Sourab Infotech Divya Gudise 1 Month  Internship  

76 e-Commerce 
Website Design 

Sourab Infotech Gudivaka Mohan 1 Month  Internship  
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77 e-Commerce 
Website Design 

Sourab Infotech 
Kodirekkala Vamsi 1 Month  Internship  

78 e-Commerce 
Website Design 

Sourab Infotech M Rekha Kiranmai 1 Month  Internship  

79 e-Commerce 
Website Design 

Sourab Infotech N Venkata Naga Vaishnavi 1 Month  Internship  

80 e-Commerce 
Website Design 

Sourab Infotech Nalam Sai Ravi Teja 1 Month  Internship  

81 e-Commerce 
Website Design 

Sourab Infotech Potluri Amulya  1 Month  Internship  

82 e-Commerce 
Website Design 

Sourab Infotech Shaik Mubeena 1 Month  Internship  

83 e-Commerce 
Website Design 

Sourab Infotech V Srilekha 1 Month  Internship  

84 e-Commerce 
Website Design 

Sourab Infotech V.Dharani  1 Month  Internship  

85 e-Commerce 
Website Design 

Sourab Infotech Tirumalasetti Bharath Kumar 1 Month  Internship  

86 COVID Plasma 
Ambassador 

Snapdeal Penumarthi Jyothi 1 Month  Internship  

87 Training 
Students 

Internshala, Isp Indu Rudrapati 3 Months  Internship  

88 
COVID-19 
Teach from 
Home 

Internshala U Mounika 
1 Month  Internship  

89 Mobile App 
Development 

Internshala Harsha Chowdary 1 Month  Internship  

90 Curriculum 
development 

Team Everest Appana Navyasree 1 Month  Internship  

91 Content Writing SEO Mantra.Pro 
INTERNSHALA 

KALLURI MOHAN 
KARTHIK 

1 Month  Internship  

92 Campus 
Ambassador 

Careers360 J.D.Naga Chandrika Rani 1 Month  Internship  

93 
Training Kiwhode Learning 

Private Limited 
Aashika Patchipulusu 
 1 Month  Internship  

94 
Content Writing Easyshiksha 

 
Balaswamy Reneetha 
 1 Month  Internship  

95 
Data Entry Agrosen Private Limited 

 
V S S N Praneetha Potti 
 1 Month  Internship  

96 
Content Writing Easyshiksha 

 
Uma Vaishnavi Chalapati 
 1 Month  Internship  

97 
Machine 
Learning for All 

Vyusta Ventures LLP M.Aruna Safali, Dr.G.Reshma, 
Dr. N.Raghaendra Sai  Book  

98 

Battling Fake 
News: A survey 
on Mitigation 
Techniques and 
Identification 

5th International 
Conference on Trends in 
Electronics and 
Informatics (ICOEI 2021) 
organized by SCAD 
College of Engineering 
and Technology , 
Tirunelveli, Tamilnadu , 
India 

Dr. P.J.S.Kumar, Mrs. Polagani 
Rama Devi,   Dr.N.Raghavenra 
Sai      Dr. S.Sai Kumar,          
Mr. Tharani Benarji 

2 Days Conference  

99 

An Efficient 
Approach for 
Merging Small 
Files in HDFS 

Turkish Journal of 
Computer and 
Mathematics 
Education(TURCOMAT) 

J.Sirisha, K.Swathi, P. Rama 
Koteswara Rao 30 Days 

Journal 
Paper 
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Storage and 
Accessing Small 
Files by Using 
Name Node 
Method in Big 
Data 

100 

An Integrated 
Feature 
Engineering 
Approach to 
Identify Falsity 
in COVID-19 
Information 

Journal of Cardiovascular 
Disease Research. 

Haritha Akkineni, Pratuisha 
Koripilli, Venkata Suneetha 
Takellapalli, Deepthi Gurram 

30 Days 
Journal 
Paper 

 

101 

An Extensive 
Analytical 
Approach on 
Human 
Resources using 
Random Forest 
Algorithm 

International Journal of 
Engineering Trends and 
Technology 

Swarajya Lakshmi V. Papineni, 
A. Mallikharjuna Reddy, 
Sudeepti Yarlagada, Snigdha 
Yarlagadda, Haritha Akkineni 60 Days 

Journal 
Paper 

 

102 

Machine 
Learning 
Algorithms 
Analysis on The 
Application Of 
Cancer Analysis 

Turkish Journal of 
Computer and 
Mathematics Education 

D.Leela Dharani, V.Sowjaya 

30 Days 
Journal 
Paper 

 

103 

Cryptocurrency 
and Blockchain: 
A Comparative 
Study and 
Analysis 

Annals of the Romanian 
Society for Cell Biology 

B. Naga Sudheer, Ch.Praneeth, 
K.Sarada, P.Radha Madhavi 

30 Days 
Journal 
Paper 

 

104 

Optimized 
threshold based 
EM Fusion 
Technique for 
Shrimp White 
Spot Disease 
Detection 

International Journal of 
Advanced Trends in 
Computer Science and 
Engineering 

 

Dr. G. Lakshmi 
Dr. R. Vijaya Kumar Reddy, 
Dr. B. Srinivasa Rao, Dr. G. 
Rajesh Chandra 60 Days 

Journal 
Paper 

 

105 

Transforming 
Unstructured 
data to 
Structured data 
using Map 
Reduce and 
HBase 

International Journal of 
Emerging Trends in 
Engineering Research 

Dr. R. Vijaya Kumar Reddy 
G VenuGopal, Girijaswi 
Rajanala, V.Sambasivarao, N. 
Harshavardhan, T.Ajay 60 Days 

Journal 
Paper 

 

106 

Breast Cancer 
Prediction using 
Classification 
Techniques 

International Journal of 
Emerging Trends in 
Engineering Research 

Dr. R. Vijaya Kumar Reddy 
Dr.Shaik Subhani, Dr. G. 
Rajesh Chandra, Dr. 
B.Srinivasa Rao 

60 Days 
Journal 
Paper 

 

107 

Breast Cancer 
Diagnosis Using 
MLP Back 
Propagation 

International Journal of 
Emerging Trends in 
Engineering Research 

Pachipala Yellamma, 
Ch.Smitha Chowdary, G. 
Karunakar, Dr.B V Subba Rao,  
Vithya Ganesan 
 

60 Days 
Journal 
Paper 

 

108 

Multimodal 
Authentication 
using Tensor 
Algebra 

International Journal of 
Emerging Trends in 
Engineering Research 

Dr. K.Pavan Kumar, PESN 
Krishna Prasad,  
Dr.Y.Suresh, P.Sitarama 
Murthy 

60 Days 
Journal 
Paper 

 

109 

Design and 
development of a 
sign language 
gesture 

International Journal of 
Advanced Trends in 
Computer Science and 
Engineering 

Dr.S.Sai Kumar, Y.K. Sundara 
Krihna, Praveen Tumuluru, 
P.Ravi Kiran 

60 Days 
Journal 
Paper 
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recognition using 
open cv 

110 

Big data 
analytics 
applying the 
fusion approach 
of multicriteria 
decision making 
with deep 
learning 
algorithms 

International Journal of 
Engineering Trends and 
Technology 

Dr PVS Lakshmi, Snigdha 
Yarlagadda, 
Dr A.Haritha, A. Mallikharjuna 
A.Mallikharjuna Reddy  

60 Days 
Journal 
Paper 

 

111 

Environment 
Safe Modeling of 
Automatic 
Helmet 
Detection Using 
SVM Techniques 

Journal of Green 
Engineering (JGE) 

Dr.B V Subba Rao,Challa 
Sundeep Babu, G.Siva 
Nageswara Rao, G.Subba Rao 60 Days 

Journal 
Paper 

 

112 

Image Fusion 
using LUKR in 
Multi Modal 
Authentication 

International Conference 
on Advances in 
Computer Engineering 
and Communication 
Systems 

P.E.S.N  Krishna Prasad, Dr. 
K.Pavan Kumar, 
Dr.Y.Suresh, Sagar Yeruva 
 

2 Days 
Journal 
Paper 

 

113 

Bank Marketing 
using Intelligent 
Targeting 

1st International 
Conference on Machine 
Intelligence and Soft 
Computing (ICMISC-
2020) 

Shaik Subhani, Dr. R. Vijaya 
Kumar Reddy, Subbarao Peram, 
B.Srinivasa Rao 2 Days 

Journal 
Paper 

 

114 

A Survey on 
online during 
COVID-19 
Panedemic 

5th Intertenational 
multidisciplinary 
Research conference 
,Osmania University 
Center, Hyderabad 

P.Ravi Prakash 
Dr R.VijayKumar Reddy 
KVN Krishna Mohan(Other) 

 
1 Day Conference  

115 

ACNNADDP: 
An Adaptive 
Convolution 
Neural Network 
Algorithm for 
Diabetic Disease 
Prediction 

Recent Challenges and 
Applications of Machine 
Learning and Data 
Science 

Dr PVS Lakshmi, Mrs. V. 
Navya Sree 
Dr A Haritha 

 
Book 
Chapter 

 

116 

Data Structure & 
algorithm using  

BH International  
Publications 

 

Dr R Vijaya Kumar Reddy, Dr. 
Buraga Srinivasa Rao 

 Text Book  

117 

A Comparative 
study on 
Restaurant 
Recommendation 
System Based on 
Machine 
Learning 
Algorithms 

Recent Challenges and 
Applications of Machine 
Learning and Data 
Science 

Dr. P V S Lakshmi, 
B Srikanth Reddy, Snigdha 
Yarlagadda 

 
Book 
Chapter 
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Battling Fake News: A Survey on Mitigation Techniques and 

Identification 
Dr. P. J. S. Kumar, Head, Department of Computer 

Science, 
A.N.R. College. Gudivada, AP, India 

Finail: pjskumar(iDgmail.com 

Mrs. Polagani. Rama Devi, Asst.Professor 
Department of Information Technology, 

Velagapudi Ramakrishna Siddhartha 
Engineering College, AP, India 

Finail: rama.polagani99@gmail.com 

Dr.N.Raghavendra Sai, Assoc.Professor 
Department of Computer Science and Engineering, 

KoneruLakshmaiah Education Foundation , 

1(1' 'Abstract: Fake news are generally characterized as 

misdirected news, which are often constructed with a 
fueling of conviction ..and tricking people towards 

accepting a specific incident. Fake news spread 
widely due to its social associations. The 
multiplication of fake news via web-based media has 

opened up a new plethora for performing recognizable 
testing and regulation on rake news ideals and to 

alleviate its great influence on the popular hypothesis. 

Although different existing research works focuses on 
the distinguishing evidence obtained from fake news 

(" that depends on its substance or that abuses customer 

engagement with news via web-based media, there 

has been a growing enthusiasm on proactive advocacy 

methodologies in order to counteract the spread, 

deception, and its effect on society. This study 

describes the current topic of fake news and 

specifically presents the specialist difficulties related 

to it. 1bis research work discusses about the existing 

strategies and procedures relevant to both DI and 

moderation by leveraging significant attention to the 

critical progress in each strategy along with their 

Vaddeswaram, AP, India 
Finail: nnllngntlnrnghnwndra@khmiwrsitv.in 

Dr.S.Sai Kumar, 
Asst.Professor Department of IT, 

Prasad V. Potillri Siddhartha Institute ofTechnology, 
AP, India 

Email: snikumnr.scnngavnrapu@gmail.com 

Mr .Tharini.Benarj i, Assoc.Professor, 
Department of Computer Science and Engineering, 
lndur Institute of Engineering and Technology, TS, 

India 
Finail: tlrnrinibcnnrji@gmail.com 

points of interest and constraints. Furthennore, ti 

search was regularly limited by the nattrre of ti 
eXJSting datasets and their particular applicati< 

settings. To mitigate this problem, this research wo: 

completely sort and smnmariz.es the brand highligl: 
obtained from the accessible datasets. Additional! 

new exploration headings to further advance workab 

interdisciplinary agreements are also reported. 
Keywords: AI, fake news detection, rumor detectio 

disinformation 

1. INTRODUCTION 

Lately, the topic of fake news has been observed as 

resurgence of enthusiasm for society. The broad, 

consideration largely sterns from the development , 

concerns about the widespread effect of fake news c 

general sentiment. In January 2017, a representafr 

of the Gennan government said that they a 

managing a wonderful move that have never see 

before, alluding to the spread of fake news via wet 

based media networks. 

The topic of fake news has received 

open research consideration, as well as grown 

978- I -6654-1571-2/21 /$3 I .OO ©2021 IEEE 
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An Efficient Approach for Merging Small Files in HDFS Storage and Accessing Small Files 
by Using Name Node Method in Big Data 
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Abstract 

Big Data is one of the most requested techniques in the modern world of software development. In Big Data, the treatment of 
distributed files is performed by the open-source software framework called Hadoop on the product hardware cluster. For the storage of Big Data, the Framework is considered the most powerful. The HDFS Name Node component is used to store all sorts of files, folders , and blocks or metadata. The HDFS is specially designed to handle large files , but this framework will not properly handle a large number of small files . Proposed systems introduce that how the Name Node memory overheads the data storage 
reduces the storage of the huge number of small-size files in the HDFS. This approach will be very helpful in understanding the 
memory consumption and workload in the Name Node reduces the distributed file system called Hadoop. 

Keywords: Bigdata, Cluster, HDFS, Name Node, Merge File. 

I Introduction 

Currently, cloud computing has become the most important computing system in web design computing and growing 
around the globe. Distributed storage is the fundamental piece of cloud computing as it gives the information storage 
access of enormous informational indexes for end clients at whatever point and any place needed in the conveyed 
record system (I). Replication of information is an integral part of distributed storage to the accessibility of 
information, limiting the inactivity of access to information, and balancing the burden on a few workers 
simultaneously. Subsequent implementation of the framework expanded considerably. Hadoop is open-source 
programming for the gigantic informational indexes to encourage ability, supervise, study, and access utility in frames 
transmitted through a huge number of frames. The Hadoop instrument began with Google, Facebook, Twitter, and so 
forth to store and process a huge amount of information. Hadoop consists mainly of the following two sections: Map 
Reduce and Hadoop Distributed File System (HDFS) [2]. · 

HDFS is a conveyed recording frame that deals with the preparation of the document through a gigantic number of 
machine inappropriate frames with the least equipment needed for the calculation. HDFS mainly supports composing 
a single reading of many kinds of responsibility on access to information streaming and Big Data collections. It 
provides the information replication block of information for saving against equipment disappointments. HDFS is 
expert/slave engineering and primarily incorporates the following three parts: NameNode, DataNode, and Clients [3]. 
HDFS contains a unique NameNode which, for the most part, is responsible for the supervision of the namespace for 
registration frames with deference block substitution system and information node. It stores the metadata or document 
namespace in Dynamic Random Access Memory (DRAM) for quick access and keeps the duplicate of the record 
Framework namespace (Fslmage) on the plate for information recuperation. 

Any adjustment or updating to the record framework namespace are put away in the EDitLog and opportune converge 
with the Fslmage so that put away ·duplicate of the document framework namespace consistently be state-of-the-art. 
NameNode contains record metadata; file directories, document content squares which inc01porate update time, file 
length, block size, property, replication, and access data. NameNode contains record metadata; file folders, document 
content squares that incorporate update time, file length, block size, ownership, replication, and access data. 
DataNodes store the infonnation squares document and are responsible for serving reading writing to clients. The 
information nodes perform the procedure on the squares based on the direction given by the NameNode [4] . HDFS 
primarily offers replication for deficiency lenient and saves against hub disappointment. HDFS for the most part 
concedes from another record framework in the accompanying cases: I) Fault-open minded 2) Low expense 
equipment 3) Increased Throughput MapReduce is another component that bolsters the equal producing and preparing 
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Abstnact: 'There 1~ huge Oow of data in social media which ob,,ously cauSC$ a rise in the amount of info rmation. This is more _e-.ident panicularly in the informati on regarding COVID-19 pandemic. Despite of the information being ~ ~cally updated on regu lar basis. lot of disrurbanttS still exists. Countering misinformation is a mammoth task. The ~M~o~uon during this timc should be moru 1orro properl y as it creates havoc in the society if it 's left unattended . So 1dcnu f)'i ng fake informati on 1s the m., .in objective of this in,-cs tigation. The analysis is based on a dataset of 1100 posts relatoo 10 COVID 19 collected from soci al media. We propose an Integrated Feature Engi neeri ng (IFE) approach which uses a combinati on of content ha..~ and count vectori i..ntion methods. This study focuses on applying the proposed a.pproach and gives a comparison "',j th m individual methods and finall y assesses the performance of different machine learning cla.'5ifien fo r classi fyi ng fake news. 

Kcywonb: Voctor Representati on. Classi fi ers. Content Based Features. COVlD 19 Fake 

1. Introduction 

Social Media is becoming the major sou.rec of information today and many arc relying on social media. It can di sseminate the news more ~ icldy than any other medium. Tna t in social media is becoming a primary concern. lncrc is major scope for misinformation propagation in today's digi~ world. Fake info rmation gets traveled in really II jet speed than what is treated as the original . The after efTccts w1II really be thrc:aterung an d scary. Fake news in social media will surely have an adverse elToct in the general publ ic and ii wi ll cute "'-rong notion in society. 
''We 're not just fi ghti ng an epidemic; we're fi ghting an 1nfodcmic •. as staled by Director-General of WHO Tcdros Adhanom Ghebrcycsus proclai med a l the Munich Sc-curi l)' Conference / I/ . It has been identified that the misinformation available in the social media might be the main cause for the spread of COVID 19 pandemic al a really disturbing rate /2/. 1nerc arc some sought of ~cenarios where onlinc gossipy tidbit$ blaming 5G arrangements for causing COVID-19 prompted cell phone po les being ass.au lied in the UK. Vinegar is more successful than hand sanitizer against COVID-19. 
This misinformation not only contri butes to the spread of fake rumors, it shoots up fear among public and could lead 10 societal disaccord and lead lo diroct dam.age. lberc arc many studies showing that some of the people have lost their I ives absolutely due the fear of Corona rather than affected by the disease. 
Nom,ally. users who believe in such fake news could continue to disrupt general wellbeing. 'The activities of i.ndividual rcs.idcnts guided by lhc nature of the data they have nearby arc essential lo the achievement of the worldwide reaction 10 this wellbeing emergency. 
So in order to address this health crisis there is a need for us to arntinuously monitor the outspread of misinformation related to COVID-19. If not handled it has potentially dangerous consequences. A potential use case in this scenario is to devise classifiers and techniques lo stop this flow. A data set containing information related to COVID 19 is collected. 1nc data is prcprocesscd. The combination of vcctoriz.crs and content based methods is used in feature extraction. lhc content based features concentrate on text style. syntax and components related to grammar. lhc count vectoriz.er focuses on the frequency of the words. This proposed method. Integrated Feature Engineering is given as input to different classification models 10 find the best paramclm tha1 would give the highest accuracy score. So that it is regarded as the one most capable of classifying the fake from original information. Further parts arc arranged in the following manner. Stction 11 described the related work in this fi cld. Section m discusses the methodology and the architectural framework. Section TV discuss the mathematical modeling of the complete procedure. Section V represents results and discussion of the work done. 
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Abstract: The current job s11111ey shows that most sofnvare 
employees are planning to change their Joh role d11e to 
high pay for recent jobs such as data scientists, business 
·analysts and artificial intelligence fields. The survey also 
indicated that work life imbalances, low pay, 1111eve,; shifts 
and many other factors also make employees think about 
changing their ·work life. In this paper, fo r an efficient 
organisation of the company in terms of human resources, 
the proposed system designed a model with the help of a 
random.forest algorithm by considering dtfferent employee 
parameters. This helps the HR department retain the 

employee by identifying gaps a11d helping the organisation 
to 11111 smoothly with a good employee retention ratio. This 
combination of HR and data science can help the 
productivity, collaboration and we/I-being of employees of 
the organisation. It also helps to develop strategies that 
have an impact on the pe,formance of employees in tenns 
of ext em al and social factors. 

Introduction: The proposed system aims to find the 
employees who are seeking for a new job.The dataset 
contains 14 features. The features are described as shown 
in the table 1. 

a e : T bl I D ataset D escrmhon &A I . na1vs1s 
S.No Name Description Data Type Possible Values Number of 

Missing 
values 

I enrollee_id Unique ID for enrollee int64 A continuous 0 
value 

2 City City code Object city_n, where n 0 
represents 
unique value for 
city number 

3 citydevelopmentindex Developement index of the city float64 A continuous 0 
value 

4 Gender Gender of enrolee Object Male, Female 4508 
and Other 

5 rel event_ experience Relevent experience of enrolee Object Has relevent 0 
experience, No 
relevent 
experience 

6 enrol_ university University type they have Object no_enrollment, 386 
enrolled Part time course, 

Full time course 
7 education _level Education level of enrolee Object Primary School, 460 

Graduate, 
Masters, High 
School,Phd 

8 major_ discipline Education major discipline of Object STEM, Business 2813 
enrolee Degree, Arts, 

Humanities, No 
Maior, Other 

9 Experience Enrolee total experience in years Object <I to >20 65 

~-This is an open access article under the CC BY-NC-ND license (http://creativecornmons.org/licenses/by-nc-nd,'4.0/) 
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Abstract : Over the last dccadCb Machine Leaming (ML) evolved from the end of the career of few compulcr cnthusia.sls, which 
cxplo1ted the possibi lity of computers being able to play games. 10 a eompulcr d1sciplmc 1h01 did not Just provide the basis for 
i;:tat11,1ical computation principles of learning m a pro-compuler cnvironmcnl. In addi1ion. scvcrnl algorilhms hnve been 
dc:vclopcd which arc regularly used for text interpretation. model reoognilion and many olhcr commercial p1111)0scs nnd led 10 
a scpara1c research inlcrcst m data mining. which identify hidden rcgul a1i1y or irregul ari lics 1ha1 grow by the second in social 
informat ion. 13m,om most malignancies have turned ou110 be a standout amongst the most not bizarre sicknesses among women 
that oulcomc in biting the dust. Bosom most growths th inks aboul fini shed the previous decade has been wonderfu l. TI1e pivolal 
changes and novel mclhodologics help in 1he early recognition. in pulling the levels of the cure and in evalualing lhc rcspon ~e 
of the influenced individual to the cure. The reason for this paper progressed 1ov,ard becoming al some phase in the writing 
cvalualion of dianes and distributions inside the subject of records mining in PC innovalivc know-how and building. TI1c 
examination focu1cd on more present distributions in bosom malignancy. 

1. Introduction 

Growth is an arrangement of infections that rcaw n celb; in the edge to interchange and become out of oversee 
ond is a top not ch root reason of ai lment among human p~,sings in many created universal areas . Most sorts of 
most diseases cell s at long last shape a bump or m llbS kn01,vn aJ, a tumor. and arc named afler the piece of the body 
where the tumor begins. At the point when mo~t growth, 1~ ~uspcctcd. tiny investigation of bosom tissue is 
f-undam cntal for a conc lusive foreca st and to decide: the amount of ~prcad (in situ or obtrusive) and describe the 
kind of tl1 e ailment. Among every one of the assortment.!. of gr01~1 h. Breast Cancer remains as the second one most 
prompted di sea~e [ I) as demonstrated in Figure l . 

Southtm 
&rape 

14% 

Fig. 1: Statistics for cancer occurrences 

ro 

246,660 of women's new instances of obtrusive bosom most diseases are foreseen to be perceived inside the 
US sooner or later of 2016 and 40,450 of young ladies' diminishing is appraise [2]. Bosom most malignancies 
speaks to around 12% of all new disease cases and 25% of all growths in women (3]. 
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Abstract: When we look at our history, we people used "commodity currency." Later Fiat 
currency was introduced as an alternative to this commodity currency and now, it is most leading 
form of currency. But this is not the end of economic history as they introduced Cryptocurrency. 
Cryptocurrency is neither commodity currency nor fiat currency but an experimental kind of 
currency. In recent years emerged lots of cryptocurrencies, starting from the most standard 
"Bitcoin" to the latest "Libra (Diem)". In this paper we studied what cryptocurrency is and 
various policy makers, basic aspects of cryptocurrencies followed by characteristics and factors 
effecting the price of cryptocurrency. The main idea of cryptocurrency analysis is to provide an 
overall information about several cryptocurrency and helps focusing on the use of 
cryptocurrency in various fields. 

Keywords: Cryptocurrency, Block chain, Bitcoin, Correlation, Smart Contracts, Master Nodes, 
Digital Currency, Virtual Currency, Wallet, Ledger, Cryptography, Policy Makers, Digital 
Signature, Public key and Private key. 

1. Introduction 
Creating a description for cryptocurrency is certainly not an easy job. The word 
"cryptocurrency" has grown into a "popular saying" to talk about that make use of a method 
identified as "cryptography"[ 1,2]. In modest expression, it is a practice of defending our data by 
changing into an indecipherable arrangement that can only be inferred by someone who owns a 
secret key. By using a resourceful structure of digital keys, cryptocurrencies are safeguarded. 
Now, we try to provide an appropriate description for cryptocurrency based on the analysis of the 
definitions and descriptions which are already developed by several concerned policy makers. 
Policy Makers 
1. International Monetary Fund (IMF) categorized cryptocurrency as digital assets and a 

digital depiction of price, distributed by secluded creators and denominated in their personal 
division of version. 

2. Bank for International Settlements (BIS) recognized cryptocurrency as a digital currency 
with key features such as: They are digital assets of value based completely on supply and 

http://annalsofrscb.ro 2616 
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ABSTRACT 

Shrimp farming is the most profitable business of 
aquaculture fa1111ing. If a single shrimp gets affected by a 
disease, then the disease will spread within no time. Thus, 
shrimp diseases are considered as the primary cause of huge 
economic loss throughout the world. There is necessity of a 
new and efficient shrimp disease detection system. White 
spot syndrome virus is a special kind of pathogen which 
causes white spot disease in shrimps. This virus can affect 
both shrimp as well as other crustaceans. There is no proper 

- ·eatment technique to cure different viral infections in 
.,hrimp and crustaceans. Most of the shrimp disease detection 
systems follow the basic concepts of image segmentation 
process and image fusion process. The process of image 
segmentation plays a vital role in shrimp disease detection 
like characteristic extraction, pattern detection and target 
recognition. In this paper, a novel threshold-based image 
blend method is projected to improve the white spot 
detection rate with high accuracy. 

Key words: White spot disease, shrimp disease, image 
thresholding , image fusion. 

1. INTRODUCTION 

Pathogen like White spot syndrome virus is which usually 
affects most of the shrimp species all over the world. It is the 
prime reason behind huge economic losses of shrimp 
farming business. This virus is not only dangerous for shrimp 
species, but also dangerous for various kinds of marine and 
freshwater crustaceans just like crab and crayfish. There is 
no significant prophylactic treatment strategy developed in 
order to cure several viral infections in shrimp and certain 
kinds of crustaceans. Because of the present day aquaculture 
methodologies along with the vast host range of WSSV, 
there are several vaccinations against the particular virus. 

These strategies are beneficial in order to protect shrimp 
farming. 

Some of the most popular vaccination strategies are:- gene 
therapy, DNA vaccination, recombinant vaccination,oral 
vaccination and recombinant vaccination. Among numbers 
of different strategies, there are two mostly used and popular 
strategies, those are:- histograms scheme and k-means 
clustering approach. Gross observations in shrimp can be 
~valuated at the farm or pond side with the help of small 
mstrurnents. In most of the scenarios, these observations are 
not enough in order to detect prawn species and coastal 
management. An effective and efficient machine vision 
system is implemented in order to monitor shrimps in 
aquaculture ponds. The above mentioned system has the 
r~sp~nsi?ility to analys~ fe~d c~nsumption and shrimp size 
d1stnbut1_ons. Ca~eras m hghtnmg systems are operated in 
the near mfrared m order to get controlled illumination. 

Image an_alysis. techniques are implemented process of 
segmentation with the help of refractive index boundaries. 
Here we can mention one example; certain fields of 
aquaculture got the advantages from the implementation of 
farm automation and monitoring instruments. Shrimps 
mostly live inside water and they often touch each other. 
Hence, the chance of disease contamination is very high. If a 
single shrimp gets affected by a pathogen that causes disease, 
then the disease will spread very rapidly. Therefore, the 
disease will become the primary cause of huge economic 
loss throughout the world. So, there is necessity of an 
efficient and effective shrimp disease detection system. 

1.1 Image Segmentation 

The process of image segmentation can be defined as a 
process by which a single image is decomposed into several 
regions those have uniform and homogeneous attributes. The 
process of image segmentation is very vital in case of high 
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ABSTRACT 

Unstructured data is defined as a pre-defined data model or 
unorganized in a pre-defined mode. It is classically text-bulk, 
but it can hold data like dates, numbers, and facts. This 
outcome in irregularity and ambiguity which make it hard to 
comprehend with long-established programs when compared 
to stored data in particular location in data bases. This type of 
data can be altered into structured format using Hadoop 
Distributed File System. By using Big Data Analytics 
technique, a Hadoop ecosystem tools like Map Reduce and 
HBase, data that is unstructured can be formatted into 
structured data and then results display in HBase. 

Key words : Unstructured data, Hadoop Distributed File 
• System, structured data. 

1. INTRODUCTION 

Big Data Analytics refers to the methodologies that can be 
used for convert uncooked data into significant data, which 
helps in commerce analysis and forms a decision support 
arrangement for the executive in the society. Volume, 
Velocity, Variety includes dissimilar kinds of data present 
like structured semi-structured and un-structured data in big 
data. Hadoop is the uncomplicated java programming skill 
that provides framework for giving out distributed data sets 
across distributed computer groups called Hadoop distributed 
file system. HDFS is a extremely scalable and distributed file 
system. It fragmented the file into blocks, which is assigned to 
the dissimilar nodes in the group ofHadoop framework where 
the contribution of initial data is processed with the help of 
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Map Reduce programming and then outcome is written again 
in HDFS as shown in Figure 1. 

Master Node Slave Node SIM Node 

T11kT11cbr 

MapReduct layer 

••••••••••••••••••• 11,u,, itt••••••u••••••••••• •••• •••••••••••u• 

HDFS layer NamtNodt 

Figure 1: Architecture ofHadoop 

It is observed that using the earlier versions and giving out the 
prearranged data mark-up is the world communal verbal 
communication format which gives search engines recognize 
and facilitate users the best outcome who are thorough for 
connected data. The structured data that is taken back from 
the ~structured data in past methodologies are giving 
solulions to more complicated issues with the help ofjava and 
RDBMS. By using Hadoop ecosystem tools like Map Reduce 
and HBase we can convert Unstructured Data to Structured 
Data and the search of any type of information in less time 
and to understand meaning in an easily when data in this 
format and reuse the already converted data for the future 
purpose. 

The paper follows background work in section two. The third 
section deal with methodology and section four results and 
analysis. Finally conclusion end of the paper. 
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• ABSTRACT 

Now a dny's most ofwomnn n!Tt-ctcd Bm1s1 nt lifo 1)f clilforcnt 
stages. This discnsc 111T1..-ctccl rntc rcduclxl ycnr by ycur using 
different procedures of mcdicnl treatment. Among these 
processes, early idcnlilication ofhrcnst cancer gcncrntes good 
results. Clnssificntion methods cnn support to dccrensc 
negntivc decisions. Nov~tcchniques such as like knowledge 
discovery in dntnbnse hnvc become well-liked rescurch loo\ 
from medicnl resenrch. \Vilh the help of these techniques 
e.xtrnct the patterns 1111d find out rclntionship between lurgc 
numbers of obj1..-cts. Based on hisloricnl clntnscts or 
corresponding cuses stored in datn bases, these results 
compare with fresh outcomes. In this pnper, implement n new 
model bnscd on classilicution techniques for unnlyzing brcnst 
cancer dnta. The stntistical results show lhc effectiveness or 
techniques and compure these techniques bused on nccurney, 
sensitivity, nnd specificity. 

Key words: KDD, LR, SVM, KNN, Brcnst Cnncer, 
Prediction Annlysis 

1. INTRODUCTION 
After tung cancer, major reason for women's death is brcnst 
cancer. According to lndinn Council for Medical Rcsenrch of 
new cancer cases is to be 14.5 lakhs in 20 I 6. Every yenr this 
number increased up to 17.3 lakhs in 2020. Different 
organizations piny crucial role for cure of breast cnncer in 
India for reduced the number of patients. The technical 
support gives boost to predict the breast cancer in early stages. 
Different types of technology like Data Mining, Big Doto, 
Data Analytics, Machine Learning and Artifieinl intelligence. 
In this paper major concentrate on three classification 
techniques nnd approach is shown in Figure 1. It ulso reduces 
the cost and time of prediction of results. Based on this 
technology to enhance the healthcare system in presence of 
quality and reducing the cost of treahnent. In renl-timc 
scenario, front line warriors making strategic decisions to 
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snvc people's lives. Clnssilicnlion is most essential 
tcdmology in diflcrent fields for retrieve the accurate results 
in less lime. 

Most of the researchers used machine learning techniques in 
diflcrent urcus in ditlcrcnt uspccts. 

Stan 

Input Ill Training set and testing ttt 

Computing the Regu,uion coefficient 
of training data 

Applied sigmoid function. 

Flncfu\11 the ulationlhip between Tr,ainlng 
nt and testing 1et 

Vi.&uali.zo the output with du1 attribute 
valuu 

Encl 

Figure I: Dingmmmntic rcprcscntnlion ol' our proposed system 

We shall explain Dataset description in Section 2, the 
methodology in Section 3. Visualization of results in section 
4, nnd tinnily conclusion in lust section. 
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ABSTRACT 

Breast Cancer (BC) is one of the most prevalent forms of 
Cancer among women. Premature diagnosis of BC is crucial 
to the survival of the patient. Here we implement an algorithm 
designed to diagnose and forecast breast cancer using a 
multi-layer perceptron (MLP) back-propagation technique 
that will help doctors diagnose the disease (benign, 
malignant). The proposed MLP includes an input layer, and, 

A has inputs linked to the ten attributes of the data set. It has _a 
..,.. aidden layer with five nodes (neurons). It leads to the parr 

outcomes: benign and malignant. The objective of our 
projected algorithm is to diagnose and classify the disease. 
MLP can help timely recognition of the cancer, and, 
therefore, can help to go for proper medication at early stage 
of cancerous development. This approach is tested on the 
(WBC) Wisconsin Breast Cancer dataset, resulted in 98.9 
percent accuracy of classification using MLP back 
propagation. 

Key words: Neural-Network, Tumour, Prediction, Features, 
Training, Analysis, Multi-layer Perceptron 

1. INTRODUCTION 

As per the reports, one of each eight women in the United 
States build ups breast cancer in their life span. It is one of the 
most critical diseases among women leading to their death. 
Premature identification needs an exact and consistent 
diagnosis system that allows physician to differentiate benign 
breast tumours from malignant ones without departing for 

surgical biopsy. Marcano-Cedeno et al. (201 l) Breast cancer 
originates with an unrestrained partition of one cell and 
consequences in an observable mass called tumour [l]. The 
tumour can be benign or malignant. Katsis et at (2013) Breast 
Cancer causes several of the risk factors such as genetic, 
obesity, family history, having a first child after the age thirty, 
not having children, aging, menstrual periods, not having 
children, smoking, drinking, that raise a women possibility of 
developing breast cancer [2]. Anil Arora et al. (2016) the 
precise diagnosis of the breast cancer is one of the critical 
problems in the medical field [3]. NN based MLP back 
propagation technique seems to be an efficient method for 
classification of breast cancer. This approach is pedestal on 
the WBC (Wisconsin Breast Cancer) and the taxonomy of 
dissimilar category of breast cancer datasets. The MLP back 
propagation is used to reduce the error rate of breast cancer 
and increase accuracy. 

II. MATERIALS AND METHOD 

Related work discloses that different methods employed for 
diagnosis of Breast Cancer by using NN approaches 
particularly in medical applications. It is intended for 
assessment; this procedure is extremely complicated to obtain 
a result as of which schema is better one as it depends on 
numerous factors similar to number of occurrences to be 
inspected, kind of abnormalities and dataset being used. 
Alaa Rateb Mahmoud Al-shamasneh et al. 2017; Ali Abd 
Elgader et al. 2011 Described the various NN model for 
categorize WBC datasets are MLP, Generalized Regression 
Neural Network {GRNN) and Probabilistic Neural Networks 
(PNN) [4][5]. The overall results examining that MLP and 
GRNN are best appropriate for NN model for classifying 
WBC dataset. Azar et al. (2011) Used the MLP an obtained an 
accuracy of 96.18 oercent r6l. Basavarni hin~nrnt h i>t :-i i 
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ABSTRACTS 

·r cnsors pla y a major role m the procc.<.s of image 
pallcm~ by con~1dering the concept of opprornnation~ 
by varying ordcri. of r ol)'nom1a li. . Tensors define n 
normal dccomroi.1t1on of uniform paucm~ that leads 
the connection between the symme1ric tcnsoo and 
muh1 vanolc polynomiali. . One of the indue1ivc 
learni ng concepts is fcalurc selection . The ~clcct1on of 
n 1, uhsel of feature~ from the given !isl of fcalurc.\ 1s 
by con~tdcnng an evaluation mcai; urc I c .. the ~ub<;cc1 
of fcatur~ wi th ~l'ccdiod size. 1hc smallc1 \ 17c •u\lt;cl 
fcnlu rc~ 1.at1 ~fie~ wi th certain rc~llic li on on Lhc cho;.rn 
measure and the sci wi1h hcs1 fcolurc~ among 1h ~11c 
und the value of its measure. TI1 c ohJ cCll\'C of tlm ,~ 
lo improve the inductive lc..smi ng pr<>ee~~ h aiurc 
cxlmction and selection is one key cfl1lccp1 for thc 
~c lccl1 on of be'1 fClllurcs in order lo onnlyzt' and 
represent 1hc pall ems th rough the oonecpl of 1 CIUOI 

objects. Numcrow; tradi 1i onal approaches cx1s1 for the 
exlroc1io11 of foawrc, m the process of image pa11 cm.~ 
such as PCA, Sparse PCA, Kernel PCA, SV D. and 
Sparse- SVD. Among these approachc~. 10 nnal >7.c the 
tensor fe.11urcs for lhc cl:ll,G1ficat1011 and rccog11111on 
lcnsor bnsod matn x fo r1orm11 ion lcclmiqucs fo r the 
cxtroction and !>Cloc11on of fca1urc~. In 1his. hy 
considering biomclric~ fcalurc~ such ai, fa ce nnd 
finger of a person in mult11nod:il authenti cation 
system by appl~~ng Nonm:gnti vc Tucker 
Focto1i.wt:ion (NlT-) for fc;1turc selection und 
extraction. Principle Component Anal ~ 1s (PCA) for 
image fusion . Finally. resul ts were proposed. 

Key words: Tensors. PCA. NTF. SVD. 

I. INTRODUCTION 

a crucial par1 of ad mi~ion conlrol 1hnt mak~ 
important to nny securi ty system. ldrntificMion of 
person generall y based on lhc user knows such as PJN 
or pa~sword and u~er has smut card. 

Biometric! I] i~ rys1emalic process thal mootl y focus 
on mcthods of ,·crificolion ond or va lida l1 on depends 
on the bchn-..iornl or rhys1ological mdi"iduolity. 
Thc..<:e chnrnclcristics nrc not dupl icale nncl 
con\'cmcnl. Mosl of the biometric S)'StenlS arc 
unimodal I c .. lhc person clln be aulhori zcd b.,scd on 
the prr,bab1hs11c condi1 ions. ore not up 10 the mllrk 
due ro lack of 1J01sy sensor clntu and indi,i du11li1y. To 
1qrul~1c 1hc~c problems in uni1nod.1I 5)-S tcm. 
re'-C i11 chCT11 ore 1111plcmc111111g mult imodn.l biomclric 
\ )~ICm\ !'1.7). focuses on two or more lmit.s 115 

m1\lu rc t-ithcr 111 hlcnd based or non blend trued fr om 
thr 1>amc rc rson in order to ou1hcnt icn1c nnd 
vahda11 011 nm kind of syslcm.s prn,,clcs more 
occur.icy lhon 1hc unimocL11 systems nnd also 
o\'nil nb1 hty oflhc software nnd comp111111g dc,iccs. 

As Spcci fic.-d in (2), nny lnomctric S)~tcm used for 
au1hcn1 icn1ion is a luycr by ln)w pr ocess . which 
c~ns!sts . of ncquisiti on. feature extraction by 
ehmmutms thr noise. nnd tinnily m.1i ntni n in the 
repositories. Aller enrolment. idcntificotion step tukcs 
pluce Wld focuses on the acquisi tion. feature 
Extract ion, comparison. '1Jld decision steps. Ln these 
me1hods. Feature CJCtrnc1io11 ploys a key role in oil the 
men1ioncd phases. lnc cxtmctod feolurcs con be 
fu sioncd by using matherlllllical methods such os 
PCA, LOA and its variants. In the next slcp. the 
fca1urcs can be obtained using sta tistical Lcchniques 
such us LU. SYD lo produce key rnmponcnl s. Al so 
we can appl y Kronecker components [3.4.5) to 

Tiiroughout the world wide lhe statistical study of calculate the wci ghls to make the syslr m very 
biometric characteristics such as palm, iris. vein and complex 10 reduce the cnor rate. Finally in the 
face nre have been accepted and us ing m different decision approach differenl error rate procedures will 
areas such as educational organiz.alions. ai r port be applied. Based upon the chose threshold value the 
authorities. government agencies and to implement acceptance or reject ion depends. Due 10 advanlages of 
various Government beneficiary schemes and also in vector logic, it is implemented in the process of 
other institutions to authenticate the person. Each trait fusionin g the patterns, extraction of features, 
has its own features. But. successful implementat ion generating keys and computation for matching 
of biometric systems in these areas docs _not irnpl_y process. To improve the learning process, tensor 
ideal securit y system and also proper 1den11ficat100 1s algebra is also applied. 
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ABSTRACT 

TI1cre nrc different kinds of people in this world who have 
different types of disabiliti c.~. Being not able to speak is 
considered as serious disabilit y. For helping those people. we I. crCS1 te an appl icntion that can ~nlvc the problem of having 
normal conversation wi th others . We developed a sign 
lnngi111 ge npplication for th e easy com111un icat1 on between 
dcnf nnd dumh people ond nomrnl people. 
The purpose of our paper is to det ect gestures through the 
webcnm and di splay what the gesture is. 1 lerc, we ha ve 
considered difTcrcnt signs from American Sign Language 
system corresponding to 26 alphabet letters. In order to make 
this work. a gesture is shown to the computer's webcam 
rcsultin1,t in generation of corresponding letter from the 
imngcs that were defi ned in dataset. There were actually 
~omc of the models. maki ng th is Paper succcs~. The fi rs t one 
is CNN. thot is used to d1fTcrenti atc gesture~ and the Sl'concl 
is ROI. used to rcmo\'C background images that arc not 
ncces~nry rmcl nlso to indcnt ify the hands having different 
skin tones. 

Kc)' words: CNN. ROI. Sign Language 

I. INTRODUCTION 

fllFor the sign language to text conversion. there is already 
software exists using Arduino. which is implemented by 
using JOT. Here human hands arc considered and some kind 
of gestures is made by using those hands. For dctccllng those 
gestures we use sensors. And for that purpose we wear 
gloves on our hands which have s~nsors under them. By 
analyzing the data taken from the mput data glove, some 
signs and gestures are recognized [ I )(21[3) . 

The input taken from sensor gloves arc analysed by Arduino 
board and converted to digital fonn i.e., result which is 
displayed on monitor or LCD scrcen(4)[5). 

Disadyantagcs 
The software system that already exists(by using Arduino) 
results in the following drawbacks: 

i. If any wire is disconnected when placing the finger on 
the sensor then no output will be displayed. 

8504 

ii . TI1c cost is too high as this is implemented using 
sensors. hand gloves and arduino's. 

iii . As many wires connecting to the gloves. it restricts 
user's free hand movcments[6J . 

2. PROPOSED SYSTEM 

This Paper focuses on converting from sign language to text. 
In thi s system, the corresponding letter will be generated 
according to the gesture given to the computer's wcbcam 
using Open CV in python. The generation of such alphabet is 
mainly because of the three models i.e., CNN, ROI and 
Image pre processing we have used in the system. CNN is 
used mainly for differentiating gestures and ROI is used to 
remove background pictures, which is not necessary and also 
to identify the hands having different skin tones 
I 18J12Jl 7J1 8J19J. 

For this Paper we have considered 26 alphabet and their 
signs according to the American Sign Language system and 
the dataset for defining the gestures. 

ADVANTAGES OF PROPOSED SYSTEM 
i. The main advantage over Clti sting system is that, a 

user can be given various gestures without any sense 
of restrictions that was in cltisting system[ I OJ. 

ii . System implementation is low cost. 
iii . High efficiency. 

3. MODULE DESCRIPTION 

The Modules present in the project arc 
A. Image Acquisition 
B. Image Preprocessing 
C. Hand Detection by colour segmentation 
D. Gesture Recognition 

A. Image Acquisition 
In our paper, first and foremost images or videos should be 
captured by the webcam of the device in order detect the 
gestures. This process is done by using the OpcnCV module 
which is wide spread module for the capturing of video and 
images in python language[ I I)[ 17]. 
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Abstract: DaJa is evolving with the rapid progress of 
population and communication for various types of devices 
such as networks, cloud computing. Internet of Things 
(IoT}, actuaJors, and sensors. The incremem of data and 
communication conteru goes ·with the equivalence of 
velocity, speed. size, and value to provide the useful and 
meaningful /aww{edge thaJ helps to solve the future 
challenging tasks and latest issues. Besides, multicriteria 
based decision making is one of the key issues to solve for 
various issues related to the alternative eflecLr in big data 
analysis. It tends to find a solution based on the latest 
machine learning techniques thaJ include algorithms like 
decision making and deep learning mechanism based on 
multicriteria in providing insights to big data. On the other 
hand. the derivations are made for it to go with the 
approximaJions to increase the duality of runtime and 
improve the entire system's potentiality and efficacy. In 
essence. several fields. including business, agriculture, 
infonnation technology. and computer science, use deep 
learning and multicriteria-based decision-making 
problems. This paper aims to provide various applications 
that iTTVolve the concepts of deep learning techniques and 
exploiting the multicriteria approache~ for issues t~at ~re 
facing in big data analytics by proposing new studies with 
the fusion approaches of data-driven techniques. 

Keywords: Big data, deep learning algorithm, data-driven 
approach, machine learning. multiple criteria decision­
making. 

I. INTRODUCTION 
From the analvsis of big data, the major challenge is to 
manage the ~elated set of data to be converted on a 
single basis [I]. Toe conventional methods were failed to 
do so the process for the approach to provide the correct 
insight for the data ingestion that includes the data division 
based on the velocity, size, and in different shapes or 
fonnats which are to be further intended to be responsive 
enough for it to be applicable for the number of optional 
applications, with this progress of population and the 

communication field of different kinds of things like 
networking, soft computing, JoT, and variety of knowledge 
shared for a meaningful understanding of data contents on 
the related fields in computer science, information 
technology, and agriculture. According to the studies, 
almost locally, the 1.5 ZB of data [2] has been created that 
made the challenges in case of information for insight 
knowledge on the researchers' issues. In the global view, it 
has been decremented to 1.3 ZB for it to prepare easy as on 
the data created and for the utilization of applications 
beyond the real-time environment. There are various tools 
and algorithms to solve and handle the large set of data 
called to be the big data [3] in an effective manner for the 
electronic data available from various sources. By the end 
of 2020, the data that can be created can be approximating 
at the rate of 50 ZB. These developed tools are capable of 
achieving the process of the acquired data, later, applying 
various [4] filtering technique for the process to be done 
for the data to convert in an understandable meaning and 
to find proper insights to communicate the output with 
external tools under the ongoing process for data to be 
exchangeable. 

For the process of making the data to be understandable, 
various machine learning (ML) algorithms were 
applicable, such as neural networks, gravitational search, 
support vector machine, tabu search, particle swarm 
optimization (PSO), long short term memory network 
(LSTM), genetic algorithm, fuzzy logic, and deep learning 
techniques. It is all related to the data-driven approach for 
it to be provided with a large sequence of data to 
understand the process of data for training the network. 
Combining the decision-making analysis makes the 
process entirely multiple criteria under technical issues for 
providing the researchers with a concrete idea for future 
development in the analysis of the big data sets. Besides, 
the processing involves the advantageous out of making it 
possible for application in different fields for better choice­
making, effective and efficiency overall in enhancing the 
potentiality for the practitioner of the support (5],(6] 
making system in finding the novelty in the application of 
various domains involved. 

r@>8 Tnis is an open access article under the CC BY-NC-ND license (httpJ/creativecommons.orgllicenses/by-nc--nd/4.0/J 
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Abstract 

Every year about I .2 million individuals die because of street car accidents, 
and millions more are harmed or crippled. Head wounds are the most 
clarification for death and handicap among bike clients, and in that behaviour 
the expenses of skull wounds are high since they regularly require particular 
clinical guide. Tiresome a helmet has been revealed to diminish the danger 
and severity of injuries among motorcyclists by about 70%.Traffic cops have 
responsibility to see whether people wore helmet or not. But thanks to heavy 
traffic and a few other reasons now a days checking this has become 
difficult. We have proposed a technique for programmed identification of 
bike or bicycle riders without cap utilizing pictures of traffic progressively. 
First framework performs scaling of pictures then production of data set then 
it decides if bicycle rider is utilizing a cap or not utilizing SVM classifier. 

Keywords: Helmet, SVM, Bike, Accident, Traffic, Environment. 
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Image Fusion Using LUO 
in Multi-Modal Authentication 
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and Sagar Yeruva 

Abstract Now-a-days data are available in different forms and obtainable from 

multiple sources. Even though more number of algorithms are available but it is 

vulnerable to the hackers. Hence it is required to improve the security levels of the 

algorithm so that data security ,can bl? increased. This kind of security is expected 

nw.re in b.aQ.lti..ug; railWflY; hospital and lik~ mo.re number o.f a.r~as- Most of th~ C.ases, 
security is available at a single level in the existing algorithms and at the same time, 

it is important how to extract the features. In this paper, we have presented how 

security carfbe implemented in multi.:.ievel and features can be extracted in Lower­

Upper (LU) decomposition and Singular value decomposition (SVD). For security 

purposes, extracted features can be decrypted by using Khatri-Rao,J?rodµct in both 

the cases. When comparing the results LU decomposition with Khatri-Rao (LUKR) 

gives better results than Singular value decomposition with Khatri-Rao (SVDKR). 

Keywords Lower-upper decomposition · Singular value decomposition · 

Khatri-rao· product · Kronecker product 
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Bank Marketing Using Intelligent 
Targeting 

Shalk Subhanl, R. Vlj1y1 Kumar Reddy, Sobba Rao ~nm, 
and B. Srinlvua Rao 

Abrtnct ln the banking r.ystem. bank marlceting has become an essential continued 
exi'1eocc weapon and is basically dynamic in real world. The rise of bank marketing 
is reulicd bu, iness relations. and most made banks are those who will rea.lly strong 
thei r relationbhip~ with customers . Knowledge modernization and fe.rociow rivalry 
in the mjdst of current banks have altered a large collection of banking facilities. Tech­
nology is neutering the relationship amid banks and its inside and outside customers . 
This dataset will give you the clear targets for marketing depending upon the age 
of the customers, salaries, duration of the call. etc. The objective of this paper is to 
au eu the value of data in defining mariceting r;tra.tegics and marketing management 
The technological advance~ in rca:.nt ye.rs offer many opportunities to mark"cting 
practitioners and rcscarchcn. 
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ABSTRACT 

COVID 19 made a serious impact on many aspects of everyday life. The world saw a paradigm shift 
in the education system favouring online learning during the constraints of pandemic. Engineering 
College across the India and it caused a halt to the education system. To overcome this problem, the 
central and state governments have allowed continuation of education through the "on/ine classes" 
or "e-learning". The online classes started in some parts of India from third week of -1ugust and 
gradually the trend spread across the country. This transition to on/ine learning has impacted not 
only students who had to adjust -to a new learning environment, but also the faculty who teaching 
them have had to deal with this emerging technology and monitoring. To understand this, we carried 
out an online survey. For this we conducted a study among 1000 undergraduate students of various 
institutes attending online classes through the student online portal of different Engineering colleges 
across Andhra Pradesh. 
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I. INTRODUCTION: 

COVID 19 made a serious impact on many aspects of everyday life. World Health Organisation (WHO) announced COVID19 as a global public health emergency of international concern on 30th January 2020 [I] 
and declared it a pandemic on 1 I th March 2020 [2]. The education system is one of the most impacted aspects of routine learning and daily life. The world saw a paradigm shift in the education system favouring online learning during the constrains of pandemic. Yet, the effects and efficacy of online education and the capacity to _s11cce~~~ly __ teach __ ~igitally is _questionable:. This sudd~n an_d rapid transformation from an ~_nviro.:'1:flle~t ___ of 
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