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Planning problem

 An agent interacts with the world via perception and actions.
 Perception involves sensing the world and assessing the 

situation.
 Creating some internal representation of the world.
 Actions are what the agent does in the domain. Planning

involves reasoning about actions that the agent intends to carry 
out.

 Planning is the reasoning side of acting.
 This reasoning involves the representation of the world that the 

agent has, as also the representation of its actions. 
 Hard constraints where the objectives have to be achieved 

completely for success.
 The objectives could also be soft constraints, or preferences, to 

be achieved as much as possible.



Types of Planning

Projection into the future
The planner searches through the possible combination of 
actions to find the plan that will work

Memory based planning
looking into the past
The agent can retrieve a plan from its memory 



Planning as a state-space search problem

Planning procedures are often state-space search problem, i.e. find a path on a 
state-space 
◉Nodes = states of the world

◉Transitions between nodes = actions 

◉Path on the state-space = plan

◉ It is possible to explore the state-space in different ways
 forward,
 backward 
◉With different strategies (breath-first, depth-first, best-first, greedy) 
◉Using heuristics The STanford Research Institute Problem Solver  (STRIPS) 
representation enables an efficient exploration



Continued…

The most straight forward approach is to use state-space search. Because the
descriptions of actions in a planning problem specify both preconditions and effects, it
is possible to search in either direction: forward from the initial state or backward
from the goal



Forward State-Space Search

Planning with forward state-space search is similar to the
problem-solving approach. It is sometimes called
progression planning, because it moves in the forward
direction.

We start with the problem’s initial state, considering
sequences of actions until we reach a goal state.



Formulation of planning problem

 The initial state of the search is the initial state from the planning problem. In general each state
will be set of positive ground literals; literals not appearing are false.

 The actions which are applicable to a state are all those whose preconditions are satisfied. The
successor state resulting from an action is generated by adding the positive effect literals and
deleting the negative effect literals.

 The goal test checks whether the state satisfies the goal of the planning problem.

 The step cost of each action is typically 1. Although it would be easy to allow different costs for
different actions, this was seldom done by STRIPS planners.



Backward State-Space Search

Backward search can be difficult to implement when the goal states are described by a
set of constraints which are not listed explicitly. In particular, it is not always obvious how
to generate a description of the possible predecessors of the set of goal states. The
STRIPS representation makes this quite easy because sets of states can be described by
the literals which must be true in those states.



Formulation of planning problem

 It is a search in the reverse direction: start with the goal 
state, expand the graph by computing parents.

 The parents are computed by regressing actions: given a 
ground goal description g and a ground action a, the 
regression from g over a is g′: g′ = (g− ADD (a))
PRECOND (a).



Forward Vs Backward



Planning graphs play a vital role in AI planning 
by visually representing possible states and 
actions that aid in decision-making. This article 
explores STRIP-like(STanford Research Institute 
Problem Solver) domains that construct and 
analyze the compact structure called graph 
planning.

Planning Graphs



Planning Graphs

Planning graphs consists of a sequence of levels 
that correspond to time steps in the plan. 

 Level 0 is the initial state.

 Each level consists of a set of literals and a set 
of actions that represent what might be possible 
at that step in the plan. 

 Records only a restricted subset of possible 
negative interactions among actions.



Continued…

Each level consists of 

Literals = all those that could be true at that 
time step, depending upon the actions executed 
at preceding time steps. 

Actions = all those actions that could have 
their preconditions satisfied at that time step, 
depending on which of the literals actually hold.



Example 



Initial Graph at L0



Graph at L1



Graph at L1 updated



Graph with Mutual Exclusion 



Mutual exclusion

A mutex relation holds between two actions when: 

◉Inconsistent effects: one action negates the effect of another. 

◉Interference: one of the effects of one action is the negation of a 
precondition of the other. 

◉Competing needs: one of the preconditions of one action is mutually 
exclusive with the precondition of the other. 

A mutex relation holds between two literals when: 

◉ One is the negation of the other.

◉ Each possible action pair that could achieve the literals is mutex 
(inconsistent support).



Algorithm



planning using propositional logic



Planning in the propositional logic



Planning in the propositional logic



Example



Example continued…
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Example continued…



Hierarchical planning

Hierarchical Planning is an Artificial Intelligence (AI) problem
solving approach for a certain kind of planning problems -- the
kind focusing on problem decomposition, where problems are
step-wise refined into smaller and smaller ones until the problem
is finally solved. A solution hereby is a sequence of actions that's
executable in a given initial state. This form of hierarchical
planning is usually referred to as Hierarchical Task Network
(HTN) planning.



Hierarchical planning



Hierarchical planning



Hierarchical planning- Example



Components of Hierarchical 
Planning

Artificial intelligence (AI) hierarchical planning usually entails the following 
essential elements:

High-Level Goals: High-level goals provide the initial direction for the 
planning process and guide the decomposition of tasks into smaller sub-
goals.

Tasks: Tasks are actions that need to be performed to accomplish the 
high-level goals.

Sub-Goals: Sub-goals are intermediate objectives that contribute to the 
accomplishment of higher-level goals. Sub-goals are derived from



Components of Hierarchical 
Planning

Hierarchical Structure: Hierarchical planning organizes tasks and goals 
into a hierarchical structure, where higher-level goals are decomposed into 
sub-goals, and sub-goals are further decomposed until reaching primitive 
actions that can be directly executed.

Task Dependencies and Constraints: Hierarchical planning considers 
dependencies and constraints between tasks and sub-goals. These 
dependencies determine the order in which tasks need to be executed and 
any preconditions that must be satisfied before a task can be performed.



Components of Hierarchical 
Planning

Plan Representation: Plans in hierarchical planning are represented as 
hierarchical structures that capture the sequence of tasks and sub-goals 
required to achieve the high-level goals. This representation facilitates 
efficient plan generation, execution, and monitoring.

Plan Evaluation and Optimization: Hierarchical planning involves 
evaluating and optimizing plans to ensure they meet the desired criteria, 
such as efficiency, feasibility, and resource utilization. This may involve 
iteratively refining the plan structure or adjusting task priorities to improve 
performance.



Hierarchical Planning 
Techniques in AI

Hierarchical Task Networks are used for representing and 
reasoning about hierarchical task decomposition. HTNs consist 
of a set of tasks organized into a hierarchy, where higher-level 
tasks are decomposed into sequences of lower-level tasks. 
HTNs provide a structured framework for planning and 
execution, allowing for the efficient generation of plans that 
satisfy complex goals and constraints.



Hierarchical Planning 
Techniques in AI

Hierarchical Reinforcement Learning is extension of 
reinforcement learning, it leverages hierarchical structures to 
facilitate learning and decision-making in complex 
environments. In HRL, tasks are organized into a hierarchy of 
sub-goals, and the agent learns policies for achieving these 
sub-goals at different levels of abstraction. By learning 
hierarchies of policies, HRL enables more efficient exploration 
and exploitation of the environment, leading to faster learning 
and improved performance.



Hierarchical Planning 
Techniques in AI

Hierarchical state space search is a planning technique 
that involves exploring the state space of a problem in a 
hierarchical manner. Instead of directly exploring individual 
states, hierarchical state space search organizes states into 
hierarchical structures, where higher-level states represent 
abstract representations of the problem space. This 
hierarchical exploration allows for more efficient search and 
pruning of the state space, leading to faster convergence and 
improved scalability.



Challenges and Limitations of Hierarchical Planning
Although hierarchical planning has many benefits, there are 
some challenges and limitations as well:
•Planning Complexity: As the number of tasks rises, both the 
initial decomposition and the following planning may become 
computationally demanding.
•Adaptability: Modifications to the environment or the main 
objectives may call for a thorough re-planning process that 
may demand a large amount of resources.



Conditional planning

It works regardless of the outcome of an action. It deals
with uncertainty by inspecting what is happening in the
environment at predetermined points in the plan. It can
take place in fully observable and non-deterministic
environments. It will take actions and must be able to
handle every outcome for the action taken.
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Continuous and Multi Agent planning
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Multiagent Planning System 
Architecture

At its core, multiagent planning system involves:

Goal Specification: Agent grouping / coordination with a single objective or target 
on which they apply their efforts.

Knowledge Sharing: For instance, the missions may exchange important 
intelligence that can be an integral part of decision making.

Action Coordination: Enacting meticulous actions coherently among agents in the 
side stepping of conflicts and in the disease of synergy.

Adaptation: Strategy to include planning for overcoming the changing challenges 
or goal that may evoke on a constant basis and be capable to adapt.





Approaches in Multi Agent Environment

Centralized Planning: In the case of the centralized planning, one unit or the 
central controller decides what to do for all the agents from the whole system’s 
state.

Decentralized Planning: Decentralized planning is the process where each agent 
makes its own decisions depending on the information available locally and the 
limited communication with other agents.

Distributed Planning: The so-called distributed planning is a mixed-up method 
where agents have to share some info and adjust their plans in order to obtain the 
common world objectives.



Multiagent Planning 
Techniques

Distributed Problem-Solving Algorithms: The agents in these algorithms break 
down the complicated problems into the easy-to-handle sub-tasks and the agents 
then distribute these sub-tasks among themselves.

Game Theory: It furnishes a tool for studying the strategic relationships among 
agents.

Multiagent Learning: The multiagent learning process is based on the agents’ 
enhancement of their performance by the means of their experience and interaction 
with other agents.

Communication Protocols: The communication and coordination of the agents 
that are structured and have a clear protocol of the information exchange and 
synchronization amongst them, is a tool for the agents to exchange the information 
and be synchronized.



Advantages of Multiagent
Planning in AI

Efficiency: Dividing tasks between all the agents can accelerate already 
functioning methods and processes for solving problems and making decisions.

Robustness: Shared intelligence increases the system reliability allowing seamless 
operation despite of one or few agents faults and/or a changing environment.

Scalability: The decentralized design of multiagent systems brings scalability 
advantage as it is easy to add more agents or components without facing integration 
issues.

Flexibility: Agents’ smartness and communications system qualities facilitate 
instant changes to proper reaction to changing conditions.



Applications of Multi-Agent 
Planning in AI

Robotics: Coordinating Multiple Robots

Traffic Management: Traffic-flow-optimization

Supply Chain Management: Planning Logistics

Multiplayer Games: Smart Agents for Strategy 
in a Game

Smart Grids: Energy supply reduction in worst-
case scenarios.


