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__________________________________________________________________________________ 

 

Course Description:  

This course aims to study applied aspects of Machine Learning. It provides knowledge to 

implement various applications by using techniques like clustering, regression, classification 

of data. 

  

Course Outcomes: 

At the end of this course student will be able to: 

CO1: Implement Clustering, Regression. 

CO2: Implement on Decision Tree & Neural Networks for Classification. 

 

Implement below algorithms by using Python / R Programming / MATLAB. 

1. Experiment on “K-means Algorithm” – Clustering. 

2. Experiment on Regression. 

3. Experiment on Decision Tree. 

4. Experiment on Pattern Classification using Neural Networks. 

5. Student has to submit a project (at the end of the semester) by using above algorithms. 
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